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Abstract 

 

 

 

 

We propose a face detector using an efficient architecture based on a multi layer- 

perceptron neural network (MLPNN) with maximal rejection classifier (MRC) 

which we achieve enhanced detection accuracy and efficiency using matlab. First, 

experimental results show that the proposed neural-network significantly improves 

the detection accuracy as compared to traditional neural-network-based 

techniques. Second, in order to reduce the total computation cost for the face 

detection, we organize the neural network in this way, simply used at earlier stages 

are able to reject a majority of non-face patterns in the image backgrounds, 

thereby significantly improving the overall detection efficiency while maintaining 

the detection accuracy. An important advantage of the new architecture is that it 

has a homogeneous structure so that it is suitable for very efficient implementation 

using programmable devices. Our proposed approach achieves one of the best 

detection accuracies with significantly reduced training and detection cost. The 

goal of this project is to detect and locate human faces in a color image. A set of 

training images were provided for this purpose. The objective was to design and 

implement a face detector in MATLAB and Visual Studio .NET that will detect 

human faces in an image similar to the training images. 

 

 

Key words: Face Detection, Multi-Layer Perceptron (MLP), Learning, Neural Networks, 

Maximal Rejection Classifier (MRC). 
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CHAPTER 1 
 

INTRODUCTION 

 

 
 

Nowadays, there is an increasing trend of using biometrics information, 

which refers the human biological features used for user authentication, such as 

fingerprint, iris, and face. Face detection has attracted many researchers because it 

has a wide area of applications. Given an image, face detection involves localizing 

all faces - if any - in this image. Face detection is the first step in any automated 

system that solves problems such as: face recognition, face tracking and facial 

expression recognition. 

 
Face detection is the first step before face recognition. Its reliability and 

performance have a major influence in a whole pattern recognition system. 

Nowadays, neural networks have shown very good results for detecting a certain 

pattern in a given image [1, 2, 3]. But the problem with neural networks is that the 

computational complexity is very high because the networks have to process many 

small local windows in the images [4, 5]. Some authors tried to speed up the 

detection process of neural networks [6, 7, 8]. They proposed a multilayer 

perceptron (MLP) algorithm for fast object/face detection.  

 
They claimed that applying cross-correlation in the frequency domain between the 

input image and the neural weights is much faster than using conventional neural 

networks. They stated this without any conditions and introduced formulas for the 

number of computation steps needed by conventional neural networks and their 

proposed fast neural networks. 

 

Face detection is becoming one of the most active research areas in computer 

vision and a very important research topic in biometrics; due to its wide range of 
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possible applications, like security access control, video surveillance and image 

database management, and it is the first step to face recognition System.  

 

The face detection is to identify the presence of a human face in an image. Face 

Detection, looks at images, and tries to make a judgment on whether or not that 

image contains a face. 

 
 
 
1.1 Problem definition 
 

Face detection is the problem of determining whether there are human faces in the 

image, and if there are, returning the location of each human face in the image. 

Face detection is the most important step in any face recognition system. So far, 

the researchers have mainly focused on the face recognition, in which the task of 

finding faces in an arbitrary background is a usually avoided by segmentation of 

the input images or by capturing faces against a known uniform background. Face 

detection also has potential applications in human computer interface and 

surveillance systems. 

 

Variations in images increase the complexity of the decision boundary between 

face and non face classes. Such complexity will also increase the difficulty of the 

problem and make the classification to be harder. These variations can be 

summarized as follows [ 4 ,9 ,12 ]: 

 

• Pose: the image of face varies due to the relative face pose (frontal, 45 

degree, profile, upside down), and some facial features such as eye or 

the nose may become partially or wholly occluded. Example of such 

variations is shown in Figure 1.1. 
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• Illumination: same face, with the same facial expression, and seen 

from the same viewpoint appears differently due to changes in lighting. 

Example of such variations is shown in Figure 1.2 

• Facial Expressions: the appearance of faces is directly affected by a 

person’s facial expression. Example of such variations is shown in 

Figure 1.3. 

• Presence or absence of structural components: facial features such as 

beards, mustaches, and glasses may or may not be present and there is a 

great deal of variability among these components including shape, color, 

and size. Example of such variations is shown in Figure 1.4. 

• Occlusion: faces may be partially occluded by other objects. In an 

image with a group of people, some faces may partially occlude other 

faces. Example of such variations is shown in Figure 1.5. 

• Image Orientation: face images directly vary for different rotations 

about the axis. Example of such variations is shown in Figure 1.6. 

•  Image Conditions: when the image is formed, variations such as 

lighting and camera characteristics affect the appearance of a face. 

Example of such variations is shown in Figure 1.7. 

 

 

 

Figure 1.1: Different Image Conditions 
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Figure 1.2: Different Image Illumination 

 

 

 

 

Figure 1.3: Different Facial Expression 

 

 

1.2 Thesis objectives 

 

Reviewing the literature, it is quite difficult to state that there exists a complete 

system which solves face detection problem with all variations included. The main 

objective of this thesis is to design and implement face detection system that 

locate upright frontal faces on digital color images with high detection rate. Also, 

the system able to detect faces of various sizes in complex background images. 

We proposed a new method for improving the detection rate through the use of 
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classifier cascade. The elegant key behind the cascade is based on a tree structure 

of classifiers. In detecting task in a large image a large majority of the sub-

windows observed by scanning the image using the MRC classifier will be 

rejected and just a small regional area(s) in the image might be targeted. 

Therefore, the generality of the first stage must be sufficiently high to reduce the 

number of these false positive sub-windows from processing in the next stage 

using MLP neural network. The aim of cascading is to provide inference with the 

lowest possible false positives, and highest detection rate. In this study, for 

decreasing variations in the training examples, pose variations are limited and 

profile and excessive rotated faces are excluded.   

 

 
1.3 Thesis Organization 

 
The remainder of this thesis is organized as follows: 

 

In Chapter 2, the overview of face detection methods in the literature is given.  

  

Chapter 3, provides a description of the proposed method used in this thesis. The 

new method uses a cascade classifier that includes Maximal rejection Method 

(MRC) and MLP Neural Networks.  

 

Chapter 4, describes the simulation results from our utilized two classifiers and 

comparing these results with the previous work.  

 

Chapter 5, summarizes the conclusions of this study. Recommendations for future 

works are provided in this chapter. 
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Chapter 2 

Literature survey 

 

Over the last twenty years, there has been a great deal of research 

concerning important aspects of face detection. Face detection research can be 

heuristically classified in two main categories Feature-based approaches & 

Image-based approaches as shown in Figure 2.1. 

 

All face detection techniques require a priori knowledge of the face. Each category 

will be explained, and the work completed will be presented, providing a brief of 

the various face detection techniques. 

 

 

 

 

Figure 2: Face Detection Methods 
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2.1 Feature-Based Approach 

 

It depends on feature derivation and analysis to gain the required knowledge about 

faces. It consists of three sub-categories: low-level analysis, Template Matching 

analysis, and generalized Knowledge Rules. Features may be skin color, face 

shape, or facial features like eyes, nose, etc. This area contains techniques that are 

classified as low-level analysis. 

 

These methods deal with the segmentation of visual features using pixel properties 

such as gray-scale and color. The features that these low-level methods detect can 

be ambiguous, but these methods are easy to implement and fast. 

 

Feature based methods are preferred for real time systems where the multi-

resolution window scanning used by image based methods are not applicable. On 

the other hand, image-based techniques treat face detection as a general pattern 

recognition problem. It uses training algorithms to classify regions into face or 

non-face classes. A variety of methods that use low-level analysis in face 

detection, such as edges, color segmentation are done by, [35,37]. 

 

Feature analysis face detection is based upon facial features using information of 

face geometry. Through feature analysis, feature ambiguities are reduced and 

location of the face and facial features are determined. The feature analysis 

method uses a group of active shape models. This method depends on feature 

searching and works on the premise that is exclusively looks for prominent facial 

features in the image. This method is restricted to frontal face images with plain 

background and it needs a clear forehead not hidden by hair to insure detection. If 

facial hair, earning and eyewear are worn on the faces it fails to detect the face 

[37]. 
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2.2 Image-Based Approach 

 

Most image-based approaches apply a window scanning technique for detecting 

faces, which due to it’s exhaustive nature, increases computational demand. It 

depends on multi-resolution window scanning to detect faces, so these techniques 

have high detection rates but slower than the feature-based techniques. The image-

based approach is usually limited to detecting one face in a non-complex 

background with ideal conditions. There is a need for techniques that can detect 

multiple faces. This technique works on the idea that the face is recognized by 

comparing an image with examples of face patterns. This eliminates the use of 

face knowledge as the detection technique. This means inaccurate or uncompleted 

data from facial images can still be detected as a face.  

 

The approach here is to classify an area as either face or non-face, so a set of face 

and non face prototypes must be trained to fit these patterns. We present the 

techniques that use a feature based approach. They are Eigenfaces, Distribution 

Based, Neural Networks, Support Vector Machines, Hidden Markov Model And 

information theoretical approach [6, 21]. 

 

2.2.1 Eigenfaces: A technique using principal component analysis to efficiently 

represent human faces. Given an ensemble of different face images, the technique 

first finds the principal components of the distribution of faces, expressed in terms 

of eigenvectors (taken from a 2D image matrix). Each individual face in the face 

set can then be approximated by a linear combination of the largest eigenvectors, 

more commonly referred to as eigenfaces, using appropriate weights. The 

eigenfaces are determined by performing a principal component analysis on a set 

of example images with central faces of the same size. In addition the existence of 

a face in a given image can be determined. By moving a window covering a sub 
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image over the entire image faces can be located within the entire image. A pre 

compiled set of photographs comprises the training set, and it is this training set 

that the eigenfaces are extracted from. The photographs in the training set are 

mapped to another set, which are the eigenfaces. As with any other mapping in 

mathematics, we can now think of the data (the photographs and the eigenfaces) as 

existing in two domains. The photographs in the training set are one of these 

domains, and the eigenfaces comprise the second domain that is often referred to 

as the face space. 

 

2.2.2 Distribution Based Methods: Sung and Poggio developed a distribution-

based system for face detection [15], [35] which demonstrated how the 

distributions of image patterns from one object class can be learned from positive 

and negative examples (i.e., images) of that class. Their system consists of two 

components, distribution-based models for face/nonface patterns and a multilayer 

perceptron classifier. Each face and nonface example is first normalized and 

processed to a 19 * 19 pixel image and treated as a 361-dimensional vector or 

pattern. Next, the patterns are grouped into six face and six nonface clusters using 

a modified k-means algorithm. Each cluster is represented as a multidimensional 

Gaussian function with a mean image and a covariance matrix. Two distance 

metrics are computed between an input image pattern and the prototype clusters. 

The first distance component is the normalized Mahalanobis distance between the 

test pattern and the cluster centroid, measured within a lower-dimensional 

subspace spanned by the cluster’s 75 largest eigenvectors. The second distance 

component is the Euclidean distance between the test pattern and its projection 

onto the 75-dimensional subspace. This distance component accounts for pattern 

differences not captured by the first distance component. The last step is to use a 

multilayer perceptron (MLP) network to classify face window patterns from 

nonface patterns using the twelve pairs of distances to each face and nonface 

cluster. The classifier is trained using standard backpropagation formula database 
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of 47,316window patterns. There are 4,150 positive examples of face patterns and 

the rest are nonface patterns.Note that it is easy to collect a representative sample 

face patterns, but much more difficult to get a representative sample of nonface 

patterns. This problem is alleviated by a bootstrap method that selectively adds 

images to the training set as training progress. Starting with a small set of nonface 

examples in the training set, the MLP classifier is trained with this database of 

examples. Then, they run the face detector on a sequence of random images and 

collect all the nonface patterns that the current system wrongly classifies as faces. 

These false positives are then added to the training database as new nonface 

examples. This bootstrap method avoids the problem of explicitly collecting a 

representative sample of nonface patterns and has been used in later works [41]. 

 

2.2.3 Hidden Markov Model: The underlying assumption of the Hidden 

Markov Model (HMM) is that patterns can be characterized as a parametric 

random process, and that the parameters of this process can be estimated in a 

precise well-defined manner. In developing an HMM for a pattern recognition 

problem, a number of hidden states need to be decided first to form a model. Then, 

one can train HMM to learn the transitional probability between states from the 

examples where each example is represented as a sequence of observations. The 

goal of training an HMM is to maximize the probability of observing the training 

data by adjusting the parameters in an HMM model. After the HMM has been 

trained, the output probability of an observation determines the class to which it 

belongs. 

 

Intuitively, a face pattern can be divided into several regions such as the forehead, 

eyes, nose, mouth, and chin. A face pattern can then be recognized by a process in 

which these regions are observed in an appropriate order (from top to bottom and 

from left to right). Instead of relying on accurate alignment as in template 

matching or appearance-based methods (where facial features such as eyes and 
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noses need to be aligned well with respect to a reference point), this approach aims 

to associate facial regions with the states of a continuous density Hidden Markov 

Model.  

 

HMM-based methods usually treat a face pattern as a sequence of observation 

vectors where each vector is a strip of pixels. During training and testing, an image 

is scanned in some order (usually from top to bottom) and an observation is taken 

as a block of pixels. For face patterns, the boundaries between strips of pixels are 

represented by probabilistic transitions between states, and the image data within a 

region is modeled by a multi-variation Gaussian distribution. An observation 

sequence consists of all intensity values from each block. The output states 

correspond to the classes to which the observations belong. After the HMM has 

been trained, the output probability of an observation determines the class to 

which it belongs. HMM have been applied to both face recognition and 

localization. 

 

2.2.4 Support Vector Machines (SVM): Support vector machine is a patter 

classification algorithm developed by V. Vapnik and his team at AT&T Bell Labs 

[6]. While most machine learning based classification techniques are based on the 

idea of minimizing the error in training data (empirical risk ) SVM’s operate on 

another induction principle , called structural risk minimization, which minimizes 

an upper bound on the generalization error. Training is performed with a boot-

strap learning algorithm [21]. Generating a training set for the SVM is a 

challenging task because of the difficulty in placing “characteristic” non-face 

images in the training set. To get a representative sample of face images is not 

much of a problem; however, to choose the right combination of non-face images 

from the immensely large set of such images is a complicated task. For this 

purpose, after each training session, non-faces incorrectly detected as faces are 

placed in the training set for the next session. This “bootstrap” method overcomes 
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the problem of using a huge set of non-face images in the training set, many of 

which may not influence the training [41]. To test the image for faces, possible 

face regions detected by another technique (say, color segmentation) will only be 

tested to avoid exhaustive scanning. In order to explain SVM process consider 

data points of the form {(xi, yi)} i=1..N. We wish to determine among the infinite 

such points in an N-dimensional space which of two classes of such points a given 

point belongs to. If the two classes are linearly separable, we need to determine a 

hyper-plane that separates these two classes in space. However, if the classes are 

not clearly separable, then our objective would be to minimize the smallest 

generalization error. Intuitively, a good choice is the hyper-plane that leaves the 

maximum margin between the two classes (margin being defined as the sum of the 

distances of the hyper-plane from the closest points of the two classes), and 

minimizes the misclassification errors. The same data used to train a neural 

network can be trained here. The learning time for SVM algorithms are 

significantly smaller than that for the neural network. Back propagation of a neural 

network takes more time than the required training time segmentation program to 

be tested of a SVM training period. 

 

2.2.5 Neural Networks (NN): 

Neural networks have been applied successfully in many pattern recognition 

problems, such as optical character recognition and object recognition. Since face 

detection can be treated as a two class pattern recognition problem, various neural 

network architectures have been proposed. The advantage of using neural 

networks for face detection is the feasibility of training a system to capture the 

face patterns. 

 

However, one drawback is that the network architecture has to be extensively 

tuned (number of layers, number of nodes, learning rates, etc.) to get exceptional 

performance. An early method using hierarchical neural networks was proposed 
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by Rowley et al [41] (detailed in section 2.2.1). Their system operates in two 

stages: applies first as a set of neural network-based filters to an image and then 

uses an arbitrator to combine the outputs. The filters examine each location in the 

image at several scales, looking for locations that might contain a face. The 

arbitrator then merges detections from individual filters and eliminates 

overlapping detections. The first component of their system is a filter that receives 

as input a 20 * 20 pixel region of the image and generates an output ranging from 

1 to -1, signifying the presence or absence of a face, respectively. To detect faces 

anywhere in the input, the filter is applied at every location in the image. To detect 

faces larger than the window size, the input image is repeatedly reduced in size 

(by sub sampling), and the filter is applied at each size. Then, histogram 

equalization is performed; the preprocessed window is then passed through a 

neural network. The network has retinal connections to its input layer; there are 

three types of hidden units: four which look at 10 * 10 pixel sub regions, 16 which 

look at 5 * 5 pixel sub regions and six which look at overlapping 20 * 5 pixels 

horizontal stripes of pixels. Each of these types was chosen to allow the hidden 

units to detect local features that might be important for face detection. In 

particular, the horizontal stripes allow the hidden units to detect such features as 

mouths or pairs of eyes, while the hidden units with square receptive fields might 

detect features such as individual eyes, the nose, or corners of the mouth. Finally 

the detection rate is about 77.9 percent. The limitation of their system is that the 

images must be frontal faces (Their method cannot detect partially occluded face 

and the pose).  

 

A different neural approach was suggested by Feraud et al [13] based on a 

Constrained Generative Model (CGM), an auto associative fully connected MLP 

with three layers. Lin et al [46], propose a fully automatic face recognition system 

based on probabilistic decision-based neural networks (PDBNN). For face 

detection the network has only one subnet representing the face class, and training 
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is unsupervised. The limitation of his system is that the images must be frontal 

faces (cannot detect partially occluded face).  

Propp and Samal developed one of the earliest neural networks for face detection 

[40]. Their network consists of four layers with 1,024 input units, 256 units in the 

first hidden layer, eight units in the second hidden layer, and two output units. A 

similar hierarchical neural networks is later proposed by [6]. The early method by 

Soulie et al. [46] scans an input image with a time-delay neural network [14] (with 

a receptive field of 20 _ 25 pixels) to detect faces. To cope with size variation, the 

input image is decomposed using wavelet transforms. They reported a false 

negative rate of 2.7 percent and false positive rate of 0.5 percent from a test of 120 

images. In, Vaillant et al. used convolutional neural networks to detect faces in 

images. Examples of face and nonface images of 20 _ 20 pixels are first created. 

One neural network is trained to find approximate locations of faces at some scale. 

Another network is trained to determine the exact position of faces at some scale. 

Given an image, areas which may contain faces are selected as face candidates by 

the first network. 

 

These candidates are verified by the second network. Burel and Carel [10] 

proposed a neural network for face detection in which the large number of training 

examples of faces and nonfaces are compressed into fewer examples using a 

Kohonen’s SOM algorithm [14]. A multilayer perceptron is used to learn these 

examples for face/background classification. The detection phase consists of 

scanning each image at various resolutions. For each location and size of the 

scanning window, the contents are normalized to a standard size, and the intensity 

mean and variance are scaled to reduce the effects of lighting conditions. Each 

normalized window is then classified by an MLP. 

 

Feraud and Bernier presented a detection method using autoassociative neural 

networks [15], [13], [14]. The idea is based on [30] which show an autoassociative 



 15 

network with five layers is able to perform a nonlinear principal component 

analysis. One autoassociative network is used to detect frontal-view faces and 

another one is used to detect faces turned up to 60 degrees to the left and right of 

the frontal view. A gating network is also utilized to assign weights to frontal and 

turned face detectors in an ensemble of autoassociative networks. On a small test 

set of 42 images, they report a detection rate similar to . The method has also been 

employed in LISTEN [23] and MULTRAK [9]. Lin et al. presented a face 

detection system using probabilistic decision-based neural network (PDBNN). The 

architecture of PDBNN is similar to a radial basis function (RBF) network with 

modified learning rules and probabilistic interpretation. Instead of converting a 

whole face image into a training vector of intensity values for the neural network, 

they first extract feature vectors based on intensity and edge information in the 

facial region that contains eyebrows, eyes, and nose. The extracted two feature 

vectors are fed into two PDBNN’s and the fusion of the outputs determines the 

classification result. Based on a set of 23 images provided by Sung and Poggio 

[47], their experimental results show comparable performance with the other 

leading neural network-based face detectors [11]. 

 

Among all the face detection methods that used neural networks, the most 

significant work is arguably done by Rowley et al. A multilayer neural network is 

used to learn the face and nonface patterns from face/ nonface images (i.e., the 

intensities and spatial relationships of pixels) whereas Sung used a neural network 

to find a discriminant function to classify face and nonface patterns using distance 

measures. They also used multiple neural networks and several arbitration 

methods to improve performance, while Burel and Carel [11] used a single 

network, and Vaillant et al. [5] used two networks for classification. There are two 

major components: multiple neural networks (to detect face patterns) and a 

decision making module (to render the final decision from multiple detection 

results). As shown in Fig. 10, the first component of this method is a neural 
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network that receives a 20 _ 20 pixel region of an image and outputs a score 

ranging from -1 to 1. Given a test pattern, the output of the trained neural network 

indicates the evidence for a nonface (close to -1) or face pattern (close to 1). To 

detect faces anywhere in an image, the neural network is applied at all image 

locations. To detect faces larger than 20 * 20 pixels, the input image is repeatedly 

sub sampled, and the network is applied at each scale. Nearly 1,050 face samples 

of various sizes, orientations, positions, and intensities are used to train the 

network. In each training image, the eyes, tip of the nose, corners, and center of 

the mouth are labeled manually and used to normalize the face to the same scale, 

orientation, and position. The second component of this method is to merge 

overlapping detection and arbitrate between the outputs of multiple networks. 

Simple arbitration schemes such as logic operators (AND/OR) and voting are used 

to improve performance. Rowley et al. [41] reported several systems with different 

arbitration schemes that are less computationally expensive than Sung and 

Poggio’s system and have higher detection rates based on a test set of 24 images 

containing 144 faces. 

 

Juell and Marsh proposed a hierarchical neural network to detect human faces in 

gray scale images. An edge enhancing preprocessor and four back propagation 

neural networks arranged in a hierarchical structure were devised to find multiple 

faces in the scene. Their approach was invariant with respect to translation, 

rotation, and scale, but they cannot classify the pose. Han et al. proposed a system 

using a morphology-based technique to perform eye-analogue segmentation. Then, 

a trained back propagation neural network performs the face verification task. 

Nevertheless, they cannot deal with partially occluded faces.  
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2.2.6 Summary 
 

In this chapter, we presented a literature review of the general methods currently 

used to detect faces in images. Feature-based methods can be invariant to pose 

and orientation change. However, it may be difficult to locate all facial features 

due to the inefficiency of these methods to cope with external factors such as 

illumination, noise or occlusion. It is also difficult to detect features in complex 

backgrounds. Image-based methods use powerful machine learning algorithms. 

They have demonstrated accurate, fast and fairly robust empirical results, and can 

be extended to detect faces in different pose orientations. On the other hand, they 

usually need to search over space and scale, and require many positive and 

negative examples. 

 

This research presented in this thesis introduces an image-based face detection 

method, which can achieve high detection rates, under wider facial conditions. 
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Chapter 3 

Face Detection 

 

 
3.1. Introduction 

 

 
Our System is designed to locate multiple faces of 20 * 20 pixel minimum sizes; a 

practical system is implemented using MATLAB 7.0 and visual studio .NET. Our 

face detection system consists of several techniques cascaded together to achieve 

maximal non-face rejection and then detect the faces. The goal to choose the 

cascading technique is that if we want to detect a specific object in an image, we 

must check all the pixels of the image which it is an expensive task. This approach 

is used by all the object detection algorithms. Therefore, a method to increase the 

detection speed is based on a cascaded evaluation of filters. This is achieved by 

building a cascade of classifier of increasing complexity by maximal rejection 

classifier with a multi-layer perceptron neural network (MRC & MLP). In the case 

of face detection, if a pixel is classified as a non-face at any stage of the cascade, 

then the pixel is rejected and no further processing is spent on that pixel. Another 

goal of the cascading presented here is to build a double filtering face detection 

system for colored images to get more accurate result.  

 

The reason to choose MRC cascaded with MLP Neural Network is that the MRC 

uses simple (and therefore fast) classifiers, another advantage of MRC is simple to 

implement, and it is also very accurate [31, 33, 45]. The neural networks used in 

this paper multi-layer perceptron (MLP) neural networks [26]. A neural network is 

created and trained using (MLP) Neural Network, the goal of chosen that type of 

NN is its simplicity and its capability in supervised pattern matching[7,10]. 
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3.2. Description of the System 

 
 
The face detection problem can be specified as the need to detect all instances of 

faces in a given image, at all positions, all scales, all facial expressions, of all 

people, and under all lighting conditions. All these requirements should be met, 

while having few or no false alarms and miss-detections, and with fast algorithm 

as possible. In this paper we are using the MRC cascaded with MLP NN for this 

task because it is Fast & Accurate Classifier. 

 

In the first component of our system is a filter that receives as input a 20 * 20 pixel 

region of the image and generates an output ranging from 1 to -1, signifying the 

presence or absence of a face, respectively. To detect faces anywhere in the input, 

the filter is applied at every location in the image. Before we pass the image to the 

Neural Network we first apply a preprocessing step, adapted from [21], to a 

window of the image. The window is then passed to another network (MRC) to 

reject the non face part then pass through a neural network, which decides whether 

the window contains a face as shown in figure 3.1. 
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Figure 3.1: Cascading MRC and NN 

 

 

3.2.1 Cascading MRC and NN 

 

Before feeding the input image to the system as we see in figure 3.2, our face 

detection system does the following stages: 

• Image enhancement & Preprocessing. 

• Facial features extraction 

 

 

Figure3.2: Cascading MRC and NN Diagram 
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In an Image enhancement stage, an input image is passed to the system for 

classification. Image varies in format, size, and resolution. The histogram 

equalization is performed to enhance the contrast in the image. It compensates 

changes in illumination in different images. Histogram equalization equitably 

spreads the pixels of an image among the grey-level intensities thereby increasing 

the contrast of the image. After that in preprocessing stage, the two classes both 

“non-faces” and “faces” were first subjected to the process of resizing by 20x20 as 

example and the size will considered to give us the best detection in the following 

stages. So each image in the “non-face” and “face” class was first resize to 20x20 

sizes. Then with the use of standard histogram equalization algorithm each image 

of both “non-face” and “face” classes were histogram equalized in order to correct 

brightness, contrast and equalize the different intensities level of the image. After 

the histogram equalization, the technique of grayscale is applied to the images of 

both the classes in order to convert their color levels (i.e. RGB) to gray level.  

 

Facial feature extraction stage, 20x20 sized small images are extracted from the 

reduced sized image and fed to the maximal rejection classifier (MRC) and then 

the target we do some operations using the MRC and pass the target section to the  

neural network. In face detection, majority of the proposed methods use image 

gray level values to detect faces in spite of the fact that most images today are 

colored to solve these problems, our approach will deal with face detection 

methods in a color image. 

 

After we do the preprocessing stage on the image we pass it to the MRC network, 

the classifier (MRC) is used to explore face candidate locations and try to filter as 

many non-face patterns as possible before passing hard patterns to the final stage 

classifier; it means false rejection must be avoided at any cost. Because of the 

property of MRC, we can avoid false rejection as long as we give MRC the 

enough training data in learning stage. In other words, the training set must be 
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ideally and identically distributed in the sample space. The last stage classifier is a 

neural network classifier.  

 

The neural network used in our work is the multilayer perceptron (MLP) which is 

a feed-forward neural network that has been used extensively in classification and 

regression. The MLP is capable of producing more complex decision boundaries. 

We use a neural network with the MLP architecture and feed forward topology to 

classify face and non-face. The employed multilayer feed forward neural net-work 

consists of neurons with a sigmoid activation function. The employed neural 

networks are used in two modes. In classification mode, it is presented at the input 

layer and is propagated forward through the network to compute the activation 

value for each output neuron. The second mode is called the training or learning 

mode. Learning in ANN involves the adjustment of the weights in order to achieve 

the desired processing for a set of learning face samples. More specifically, the 

second mode includes feeding a neural network with a number of training pairs. 

Then the networks parameters are adjusted through a supervised training 

algorithm. 

 

 

 

 

3.3. MRC Face Detection 
 

 
The Maximal Rejection Classifier (MRC) is a linear classifier that overcomes the two 

drawbacks. While maintaining the simplicity of a linear classifier, it can also deal with 

non linearly separable cases. The only requirement is that the Clutter class and the Target 

class are disjoint. MRC is an iterative rejection based classification algorithm. The 

main idea is to apply a linear projection followed by a thresholding, at each 

iteration, just like in the SVM. However, as opposed to these two methods, the 

projection vector and the corresponding thresholds are chosen such that at each 
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iteration .MRC attempts to maximize the number of rejected Clutter samples. This 

means that after the first classification iteration, many of the Clutter samples are 

already classified as such, and discarded from further consideration. The process is 

continued with the remaining Clutter samples, again searching for a linear 

projection vector and thresholds that maximizes the rejection of Clutter points 

from the remaining set. This process is repeated iteratively until convergence to 

zero or a small number of Clutter points. The remaining samples at the final stage 

are considered as targets. 

 

Now, that we have segmented every image into several segments and 

approximated every segment with a small number of representative pixels, we can 

exhaustively search for the best combination of segments that will reject the 

largest number of non-face images. We repeat this process until the improvement 

in rejection is negligible. It means that we must find theta and two decision levels 

that the number of rejected non-faces is maximized while finding faces. As shown 

in the figure below 

 

 
 

Figure 3.3: Maximal Rejection Classifier "1" 
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After that we take only the remaining non-face part in the dark green and finding 

theta two, it means that we must find another theta and two decision levels that the 

number of rejected non-faces is maximized while finding faces as shown in the 

figure below. 

 

 
 

Figure 3.4: Maximal Rejection Classifier "2" 
 

 

The first stage in the MRC is to gather two example-sets, faces and non-faces. 

Large enough sets are needed in order to guarantee good generalization for the 

faces and the non-faces that may be encountered in images. 

 

The target class should be assumed to be convex in order for the MRC to perform 

well. The target class containing frontal faces. One can easily imagine two faces 

that are not perfectly aligned, and therefore, when averaged, create a new block 

with possibly four eyes, or a nose and its echo, etc. we are using low- resolution 

representation of the faces (20 * 20 pixels).This implies that even for such 

misaligned faces ,the convex average appear as a face, and thus our assumption 

regarding convexity of the faces class is valid. The Non-face set is required to be 

much larger, in order to represent the variability of non-face patterns in images. 
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3.3.1 Rejection on MRC 
 

 

The rejection in MRC is as follow: 

 

• Build a combination of classifiers: we must find theta and two decision 

levels that the number of rejected non-faces is maximized while finding 

faces. 

 

• Apply the weak classifiers sequentially while rejecting non-faces: it means 

that we must find another theta and two decision levels that the number of 

rejected non-faces is maximized while finding faces as shown in the figure 

below. 

 

 

 
 

3.5: Maximal Rejection Classifier All Stages. 
 

 

3.4. Multilayer Perceptron (MLP) 
 

Multilayer perceptron networks belong to the class of supervised neural classifiers. 

They consist of perceptrons that are organized in layers: an input layer, one or 

more hidden layers, and the output layer. Every perceptron in one particular layer 

is usually connected to every perceptron in the layer above and below. These 

connections carry weights wi. Each perceptron calculates the sum of the weighted 

inputs, and feeds it into its activation function, regularly a sigmoid one. The result 
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is then passed on to the next layer. The output layer has, for example, the same 

number of perceptrons as there are classes, and the perceptron with the highest 

activation will be consider the classification of the input sample. Training is 

achieved by successively feeding all training samples into the network, and 

comparing the output with the true class label. 

 

The MLP can be categorized either as a fully connected, or as a partially 

connected network. A fully connected network is connected by all nodes between 

layers, unlike a partially connected network which is not connected at all nodes 

between former and next layers. A partially connected network can be used as a 

filter. The partially connected network uses less weights memory; however, it was 

proved that less connection reduced the performance through the simple 

experiment. 

 

The detection rate of a fully connected network was better than a partially 

connected network. Moreover, it was very difficult to make the NN learn. 

Therefore, multi-layered and fully connected networks were used for the NN 

detector.  

The MLP Network implemented for the purpose of this project as we see in figure 

3.4 is composed of 3 layers, one input, one hidden and one output. The input layer 

constitutes of 400 neurons (20*20) which receive pixel binary data from a 20x20 

symbol pixel matrix. The size of this matrix was decided taking into consideration 

the average height and width of character image that can be mapped without 

introducing any significant pixel noise. 

The hidden layer constitutes of 300 neurons whose number is decided on the basis 

of optimal results on a trial and error basis. The output layer is 1 neuron. 

To initialize the weights, a random function was used to assign an initial random 

number which lies between two preset integers named weight_bias. The weight 
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bias is selected from trial and error observation to correspond to average weights 

for quick convergence. 

 
 

Fig.3. 6 the MLP Network 

 

After the image data enters the input node, it is calculated by the weights. Face or 

non-face data is determined by comparing output results with the thresholds. For 

example, if the output is larger than the threshold, it is considered as a face data. 

 

A problem that arises with window scanning techniques is overlapping detections. 

Deals with this problem through two heuristics:  

 

• Thresholding: the number of detections in a small region 

surrounding the current location is counted, and if it is above a 

certain threshold, a face is present at this location.  
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• Overlap elimination: when a region is classified as a face according 

to thresholding, then overlapping detections are likely to be false 

positives and thus are rejected. 

 

When we detect some face in the image the face is outlined with a bounding box 

and a copy of the image is displayed. In the next section a more thorough 

description of the system is included detailing the operation of the detector. 

 

 

 

 

3.5 Summary 

 

 
This paper introduces a new face detection system using cascading Neural 

Network and Maximal Rejection Classifier and is implemented using matlab and 

visual studio .NET). We will be dealing with approximately upright frontal face 

detection system of images in two-dimensional (2D). In neural network based face 

detection approach, the neural network examines an incremental small window of 

an image to decide if there is a face contained in each window as shown in figure 

3.3. To decrease the amount of time needed for detection, the algorithm is 

enhanced by processing the image before it is fed to MRC and then to the network. 

This result in even better performance as probability of error is considerably 

reduced.  
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Figure 3.7: Small window of an image 
 

 

 

One problem with MRC is that if given a very large input image, traversing it with 

20x20 blocks at several resolutions could take a long amount of time. Another 

logistical problem lies in combining the results from multiple resolutions. If you 

find a face on one resolution, then find it again on another resolution, how to know 

if you found a new face or if it’s the same one? This problem is actually not 

difficult to solve. The biggest problem with MRC is that it will obviously have 

some false detection. However, when we combined MRC with the NN finding 

algorithm we were able to severely cut down on these false detections. 

 

In the face detection application, faces take the role of targets and non-faces are 

the clutter. In a typical image having millions of pixels, it is expected to detect a 

few of faces at the most, which means that picking a non-face block from the 

image is much more probable. This property is exploited by the MRC in order to 

obtain an efficient face detection classifier. 
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Chapter 4 

Experimental Results and Discussion 

 
 

 
In this chapter, we show an experimental result to presents the performance of our 

system. Firstly we compare the MRC alone to see its performance, secondly we 

compare the cascade system (MRC & MLPNN) to see its performance, and 

finally, we compare our system with other existing systems. 

 

The face detection system presented in this paper was developed, trained, and 

tested using MATLAB™ 7.0, visual studio .NET 2003 on the Intel Pentium (4) 

3.20 GHz 1.00GB of RAM and Windows XP operating system. 

We divide our system into two parts; the first is training and the second is testing. 

 

 

4.1 Training  
 

 

Each stage in the cascade was trained using a positive set, and a negative set.  

In order to train the Face Detection System to figure out the face and non-face 

images. We need to pass a collect (bunch) of face and non-face training data to 

give out 1 for face and -1 for non-face. Initially, our face training set contains face 

images collected from MIT face databases. Our face detection system has been 

applied to several test images (faces were frontal). All images were scaled to 

20x20 pixels, and satisfactory results have been obtained. The test set consists of a 

total of 2000 face and non-face images given in the MIT database. Non-face 

patterns are generated at different locations and scales from images with various 

subjects, such as rocks, trees, buildings, and flowers, which contain no faces. 
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 For the training images, because of the lighting, shadow, contract variances, we 

need to equalize those differences. The linear fit function will approximate the 

overall brightness of each part of the window.  

 

To train the cascade of classifiers of the rejection stage to detect frontal upright 

faces, the same face and non-face patterns are used for all stages. The neural net is 

trained for 191 epochs as shown in figure 4.1.  

 

 
 

Figure 4.1: Trained Epochs. 
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4.2 System Testing 

 
Firstly, we compare the first classifier learned using MRC algorithm on three 

images; secondly we compare those images on the all stages on our system. 

Finally, we compare our face detection system with others. 

 

 

4.2.1 First Stage Testing 

 

This experiment compares single strong classifier learned using MRC algorithm in 

the classification performance. The database consists of three images as shown in 

figure 4.2. The first image contains 8 frontal faces as we have shown in the picture 

below, the second picture contains 11 frontal faces, and the third picture contain 

just one frontal face. We test the first stage maximal rejection classifier MRC 

alone in our system to show the result of that stage .and then we test those images 

(Input images) on the cascade face detection system and show its result. The 

images below have complex background , occlusion faces and it has different 

shapes and different lighting. 
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Figure: 4.2 Test Images 

  

 

Figure 4.3: Output of the first stage system  
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As we see in figure 4.3, the first stage can detect more than 90% of faces in all the 

images. And it has an average time 20 seconds to complete detect process. In the 

first image in figure 4.2 the first stage detect 92% , it means that it cannot detect 

occluded faces in the pictures. Second image in the same figure can detect all the 

faces without false negative, and with 34 seconds to complete the detected 

process. Table 4.1 shows the detection in Percent and time on the figure 4.2. 

 

 

 

 

Table 4.1: Results in Fist Stage 

 

 

 

 
 

4.2.2 Cascade Face Detection Testing (Second Stage) 

 

This experiment shows our system result for both stages (MRC and MLPNN). The 

database consists of the same images as shown in figure 4.2.  

 

 

 

 

 
 

Image # Detection in Percent%  Avg. Time False 

Negative 

False 

Positive 

1 92% 17 Sec. None 2 

2 100% 34 Sec. None None 

3 100% 22 Sec. None None 
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Figure 4.4: Output of the cascade system  

 

As we see the system has more performance to detect faces in all images with 

more accuracy and with acceptable average time. Table 4.2 shows the results. 

 

 

Table 4.2: Results in the Cascade System 

 

 

 

Image # Detection in Percent%  Avg. Time False 

Negative 

False 

Positive 

1 100% 19 Sec. None None 

2 100% 42 Sec. 1 None 

3 100% 26 Sec. None None 



 36 

Figure 4.4 shows that the system can detect all the face in the first, second and 

third image with no false positive (misdetection) and with one false negative (false 

detection). But by comparing the system with first stage, the system increases the 

detection accuracy and rate for detection. 

 

 

 

4.2.3 Comparison with other systems: 
 
 

In this section comparison of the three algorithms is given. Table 4.3 shows the 

comparison of the algorithms. This comparison shows that our algorithm gives 

good results. Our system can be comparable with other, in mean of time and in 

detection rate. Table 4.3 shows the comparing results. 

 

 

 

Table 4.3: Comparing with other systems 
 

Classifier Detection Rate 
Error 

Rate  

Multiple SVM 

Classifier 

88.14% 5.86% 

MLP Classifier 91.25% 8.75% 

adaboost Classifier 99.78 % 0.22 % 

Our  system ( MRC 

& MLP Neural 

Network) 

91.6% 7.54% 

 

 

The table above shows that our system has detection rate more than SVM and 

MLP algorithms and our system has an error rate (False positive and false 

negative) less than Ad-boost classifier. 

 

 

 



 37 

4.3 Face Database 

 

Most face detection methods require a training data set of face images and the 

databases (as shown in table 4.1) originally developed for face recognition 

experiments used as training sets for face detection [35]. 

 

 

Table 4.4: Face Data Base 

Data Set Location 

MIT Media Labs 

Database 

ftp://whitechapel.media.mit.edu/pub/images/ 

MIT CBCL Face 

Data Set 

http://www.ai.mit.edu/projects/cbcl/software-

datasets/FaceData2.html  

FERET Database http://www.nist.gov/srd/ 

UMIST http://images.ee.umist.ac.uk/danny/database.html 

University of Bern �ftp://iamftp.unibe.ch/pub/Images/FaceImages/ 

Yale Database http://cvc.yale.edu 

AT&T (Olivettti) 

Database 

http://www.uk.research.att.com 

Harvard Database http://cvc.yale.edu/people/faculty/belhumeur.html 

M2VTS Database http://poseidon.csd.auth.gr/M2VTS/index.html 

Purdue Database http://rvl1.ecn.purdue.edu/~aleix/aleix_face 

 

 

 

Our face detection system has been applied to several test images (faces were 

frontal) as shown in figure 4.1. All images were scaled to 20x20 pixels, and 

satisfactory results have been obtained. The test set consists of a total of 2000 face 

and non-face images given in the MIT database. Non-face patterns are generated 

at different locations and scales from images with various subjects, such as rocks, 

trees, buildings, and flowers, which contain no faces. 
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4.5: Face Examples from Face training set. 

 

 

4.6: Non-Face Examples from Non-Face training set. 

 

 

 

 

 

 



 39 

4.4 Performance Analysis 

 

To evaluate the performance of our face detection system, we will execute our 

system with a test set containing above 2 databases of digital photos of people 

from internet.  Then we will compare our result with other face detection 

algorithms. A related and important problem is how to evaluate the performance 

of the face detection methods [1]. Many recent face detection papers compare the 

performance of several methods, usually in terms of detection and false alarm 

rates. It is also worth noticing that many metrics have been adopted to evaluate 

algorithms, such as learning time, execution time, the number of samples required 

in training and the ratio between detection rates and false alarms. In general, 

detectors can make two types of errors: false negatives in which faces are missed 

resulting in low detection rates and false positives in which an image is declared to 

be face. 

 

To evaluate the performance of our face detection method, we executed the 

algorithm for a test set containing 30 downloaded digital photos of people (most of 

them from Yahoo photo gallery). 

Now that the system is defined, we can proceed to analyze its performance. In the 

following table we have run our face detection system with a number of images 

and thresholds and tallied the correct face identification rate and the false positive 

rates over all images. The number for the false positive rate is the number of false 

positives out of all rectangles classified for the set of images. One can easily see 

the trade off between correct face identification rate and false positive rate as a 

function of the threshold as mentioned above. 
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Table 4.5: Thresholds versus Detection Rate 

 

Threshold Correct Face ID Rate False Positive Rate 

0.0 1.00 35/6500 

0.1 1.00 21/6500 

0.2 1.00 15/6500 

0.3 0.857 7/6500 

0.4 0.714 6/6500 

0.5 0.714 4/6500 

0.6 0.571 3/6500 

0.7 0.429 1/6500 

0.8 0.286 0/6500 

0.9 0.000 0/6500 

 

 

 

Table 4.6: Detection Rate Versus Size of Pixel  
 

 

 

We choose 20* 20 size of pixel because it gives a maximal detection rate as we 

shown in Table 4.6 above. 

 

Our algorithm can detect between 80% and 92% of faces in a set of 135 test 

images, with an acceptable number of false detections. Depending on the 
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application, the system can be made more or less conservative by varying the 

arbitration heuristics or thresholds used. The system has been tested on a wide 

variety of images, with many faces and unconstrained backgrounds. A fast version 

of the system can process a 320x240 pixel image in 2 to 4 seconds on a 3.2 GHz 

pentium4 with 1024 Megabyte Ram. 

 

There is a number of directions for future work. The main limitation of the current 

system is that it only detects upright faces looking at the camera.  

 
 

4.5 Summary 
 

 

The algorithm presented in this thesis can detect between 80% and 92% of faces in 

a set of 135 test images with complex backgrounds and lighting, with an 

acceptable number of false detections. The system has been tested on a wide 

variety of images. And we have developed an algorithm for face detection based 

primarily on rejection techniques. Rejection is a powerful method and it increases 

the performance in any field. The maximal rejection classification technique 

proved to be effective even though it is a linear technique. Thus, we have taken 

advantage of the speed of a linear algorithm while still maintaining a high 

accuracy. 
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Chapter 5 

Conclusion  

 
 

In this paper we presented a new classifier for face detection, our  Algorithm  can  

detect  between  79%  and  92%  of faces  from  images  of  varying  size,  

background  and quality with  an  acceptable  number  of  false  detections. A 

threshold of between 0.5-0.6 gives the best range of results out of the threshold set 

tested. The new system was designed to detect upright frontal faces in color 

images with simple or complex background. There is no required a priori 

knowledge of the number of faces or the size of the faces to be able to detect the 

faces in a given image.  The system has acceptable results regarding the detection 

rate, false positives and average time needed to detect a face. 

 

The results indicate that our system can be more suitable in the given situation 

when compared with a standard multi-layer perceptron. 

   

We observe that the implemented method for face detection is quite successful 

given a dataset of images. Actually we have taken a subset of the available 

database. If the number of images in the dataset increases, the probability of 

getting better results increases. As we have observed from our experiments the 

threshold values chosen also affect the output considerably. 

 

The advantage of our algorithm is that it can be used to track any object instead of 

human face and the obtained detection result is shown to be both very efficient and 

accurate. This, after, all was the goal of the system. The main limitation of the 

current system is that it only detects upright frontal faces.  
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5.1 Future Work 

 

There is a number of directions for future work. One of the assumptions of our 

system was that the face in an input image should not be rotated, this constraint 

which can be overcome if we include second neural network for rotations.  

Finally, the proposed method could, for example, serve as a first part of a face 

recognition system. Falsely, detected faces could be eliminated using 

correspondence to the database of already known faces.  
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