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ABSTRACT

This study aims at proposing a system to solve Ilpnod of modification, forgery,
illegal manipulation and distribution of digital age. Digital watermarking has been
proposed as one of the possible ways to deal viiéh problem of forging and
manipulation of digital media, to keep informati@afe. The main idea of the
proposed system in this thesis "A Robust FramevarkVatermarking System" is to
overcome the problems of attack that happens duragsmitting the image via
communication links. Therefore, there is a vitakaheéo construct a framework for
image watermarking against all types of attacks,, iillegal manipulation and
distribution of digital image via Internet. The pased system represents a new
method (HWT-DWT) constructed by cascading two ddfé but complementary
techniques for image protection by using waternmaykechniques which is one of the
powerful and robust schemes in protection proced&velet transformation
(HWT-DWT) provides robust resistance of the pratdcimage against modification
and forgery attacksThe main significance of the proposed system issdtve
problems of modification, forgery attacks, illegalanipulation and distribution of
digital image. The study findings protiee efficiency of the proposed system since it
suggests a new method to protect the image fopuhgoses of ownerships, copyright
and intellectual property. This is done througmgghe PSNR to compare the results
of ;<<;=>?0f the watermarked image with those of the origimahge through

several examples conducted in this study.
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Chapter one

Introduction

1.1 Introduction

In the recent years, a huge amount of digital mitron circulated through
out the world by means of the rapid and extensinevth in Internet technology;
therefore, there is a pressing need to developralemewer techniques to protect
copyright, ownership and content integrity of dajimedia. Most of such data is
exposed and can be easily forged or corrupted,ecpently the need for intellectual
property rights protection arises. This necessitysea because the digital
representation of media possesses inherent adesntdgportability, efficiency and
accuracy of information content on one hand; but the other hand, this
representation also puts a serious threat on aasyrate and illegal perfect copies of
unlimited number. Unfortunately, the currently dable formats for image, audio and
video in digital form do not allow any type of caoght protection. Digital
watermarking has been proposed as one of the p@sgdys to deal with this problem
to keep information safe.

Digital watermarking, an extension of steganograpfy promising solution
for content copyright protection, it imposes extrabustness on embedded
information. In other words, digital watermarkirgythe art and science of embedding
copyright information in the original files. The fanmation embedded is called

‘watermarks’.



Information hiding, watermarking and Steganogragrg defined in the
coming section, though these three terms share siamiarities and could even be
interchangeable in some literature. Therefore agefundamental differences lead us
to define them as follows:

Information hiding is a general practice encompassa broad range of
applications in which the messages are embeddedtlet other media content for
varying purposes, while watermarking and stegamqpdgraare two types of
information hiding. Steganography, which is derivi/dm Greek words means,
covered writing that hides the secret messageimmocuous host content to achieve
covert communication (Lin and Delp, 1999). In order act as a successful
camouflage to conceal the very existence of theetemessage, the host media
content is usually chosen to have nothing to dd wie hidden information. Similar
to Steganography, watermarking is also a procedumperceptibly embedding the
information, i.e., a digital watermark, into thentent. However, a digital watermark
usually represents the ownership of the conteng. [Efitimate content user or other
information used to help protect the content. Iheotwords, there exists a strong
relationship between the embedded digital waternazudk the host content. Besides,
in order to achieve the intended functions, thestexice of a digital watermark is
usually known to the users, in contrast to the thet the hidden information in
Steganography is kept secret to the public. Thezefthe dependency between the
host media content and hidden information is aeddfitiating factor between digital

Watermarking and Steganography (Cachin, 1998).



1.2 Statement of the problem

Some sorts of techniques can use a copyright rabiarage to ensure its
ownership authentication. The main idea of the psed system in this thesis is to
overcome the problems of attack that happens dureagsmitting the image via
communication links. Therefore, there is a vitatehéo construct a framework for
image watermarking "A Robust Framework for Watekmay System" against all
types of attacks, i.e., illegal manipulation andtmbution of digital image via

Internet.

1.3 Objective of study:
The primary objective of the proposed system israanzed as follows:
- Cascading two algorithms are based on the waveldintque and
evaluation in terms of robustness and security. N#wst watermarking
method that compiles two watermarking technique®/T&.DWT) are

put forward.

Adding a private key to watermarking that will ieese the privacy
and gives more security. Further it will give mpretection in wavelet

transform that enhances resistance against attack.

Using colored images is efficient and more secuhesn other
techniques because of coupling between DWT, HWT aahding a

private key.

More robust against all types of attacks (Inverttad®e, Crop, and

Scale), which means that the embedded original éngot effected.



1.4 Thesis Significance:

The main significance of the proposed system issdtve problems of
modification, forgery, illegal manipulation and glibution of digital image. Although
there are many ways to protect the images, theogemp system suggests a new

method to protect the image for the purposes oferships, copyright and intellectual

property.

1.5 Thesis organization:
In addition to this chapter, the thesis includasg father chapters. As follows:

Chapter two provides an overview of watermarkinthieques along with listing and

explaining different related works in the area loé fproposed system. Chapter three
explains in detail the proposed system architecamd the different models and

algorithms that are used in all parts of the pregosystem. Also it shows the user
interface in the details of all options that reprgsactivities and tasks in the proposed
system, as well. Chapter four represents a complgierimental result through step-
by-step examples provides the robustness of thergtsd images based on the
proposed system. This is performed by using diffetgpes of attacks against the

watermarking image.

Finally, chapter five is divided into two sectioméich are, conclusion and

future works including recommendations.






Chapter Two

Literature Survey

2.1 Watermarking Overview

“Digital watermarking” means embedding informatimmo digital material in
such a way that it is imperceptible to a human otesebut easily detected by
computer algorithm. A digital watermark is a traasnt, invisible information
pattern that is inserted into a suitable componétite data source by using a specific
computer algorithm. It is a signal added to digdata (audio, video, or still images)
that can be detected or extracted later to malkess@rtion about the data(Amin, et al.,
2003).

2.1.1 Watermarking Applications

Digital watermarking is described as a viable mdtlior the protection of
ownership rights of digital image, and other dgtzes. It can be applied to different
applications including digital signatures, fingemping, broadcast and publication
monitoring, authentication, copy control, and secoenmunication (Cox, et al., 1997,
2000; KatzenbeissandPetitcolas, 2000).

2.1.2 Properties of Watermarking System

When designing a watermarking system, several ptieganust be observed,
among which are the following (Kutter and HartuR@0O0):

1 Imperceptibility — the watermark should be invisibiot to degrade data quality
and to prevent an attacker from finding and detgitin

2 Readily detectable — the data owner or an indepgnciantrol authority should
easily detect the watermark.

3 Unambiguous — retrieval of it should unambiguoustyl unequivocally identify

the owner of the data with a high degree of comitde

C



4 Robust — difficult to remove without producing an@&kable degradation in data
fidelity.
5 Security — unauthorized parties should not be dleread or alter the

watermarking.

2.1.3 Watermarking Techniques:

There are many different watermarking techniqudgyTrange from the very
simple to the complexAfirban, et al. 2010). Obviously the type and the value of the
content should determine the watermarking technimgude used. For the image
watermarking, there are a number of schemes ofingampbustness that have been
implemented (Haldar, 2008). These techniques hhgg strong and weak points.
Typically they fall into two categories: Spatialdamransform domain (Yeung, et al.,

1998).

2.1.3.1Spatial Domain Watermarking:

Watermarking was the first scheme that introducestkes directly in the
spatial domain. By some image analysis operati@ng. edge detection), it is
possible to get perceptual information key, disedtl the intensity values of
predetermined regions of the image (Paquet, 200igse simple techniques that
provide a simple and effective way for embeddingrasmsible watermark into an
original content but don't show robustness to comralberations, (Cox, et al.,
2002; Wolfgang, et al., 1999). One of the most famspatial techniques is Least

Significant Bit (LSB) (Hanjalic, et al., 2000).

One straightforward and rapid technique is basedhenprinciple of generating a

pseudo-generated noise pattern and integratinghtd specific chrominance or



luminance pixel values (Darmstaedter, et al., 198)ch pseudo-random noise
patterns consist of black (1), white (-1), and reutalues (0). The pseudo noise is
generated with a “secret” key and algorithm. Adbuhtlly, the process could be
adjusted to the image components or feature vedtomschieve a higher level of
invisibility. In general, the watermark W(x, y) imtegrated into the image
components | (X, y) by a factor that allows ampétion of the watermarking values
in order to obtain the best results. K (key), W(x(watermark image), | (x, y) (image

components).

ly 6 Y)=1 (X, y)+k*W(X y)

2.1.3.2 Frequency domain watermarking:

It is also known as transforming domain watermagki@rans, 2003). Another
way to produce high quality watermarked conteryidirst transforming the original
content (e.g. image) into the frequency domainhgyuse of Fourier, discrete cosine
or wavelet transform. With this technique, the nsaake not added to the intensities of
the image but to the values of its transform cogdfits (Robi, 2004), then inverse
transforming the marked coefficients from the watarked image. The use of
frequency based transform allows the direct undedihg of the content of the image
(Grans, 2003). Therefore, characteristics of thenklu Visual System (HVS) can be
taken into account more easily when it is time ¢gide the intensity and position of
the watermark to be applied to a given image (Kuraohel Hatzinko, 2001). Because
high frequencies will be lost by compression orlinga the watermark signal is

applied to lower frequencies, or better yet, appli@daptively to frequencies



containing important elements of the original im@igmnn, 2007). The following are

some techniques of the frequency transform domain.

2.1.3.2.1 Discrete Fourier Transform (DFT):
The scholar Joseph Fourier in 1822 produced whaknisw as Fourier
analysis, which is a method to present periodioa®) by using a series of sine and

cosine.

The transformer transfers the signal from the spaicéime to space of
frequency and vice versa, and Fourier transforrm@&hematically defined as the

following:

+ ¥
x (f )= x(t).e ™' dt
- ¥
But the problem is that the Fourier transform beesrmactive for the non-

stationary signals (variable frequency) becausedoes not provide us with

information on the frequency content over time {i{pénn, 2000).

2.1.3.2.2 The Discrete Cosine Transform (DCT):

DCT is a real domain transform which represents émtire image as
coefficients of different frequencies of cosinesigh are the basis vectors for this
transform). The DCT of the image is calculated diirig (8X8) blocks of the image,
which are then transformed individually. DCT alswniis the basis of JPEG image
compression algorithm, which is one of the mosteljidused image data storage
formats. The DCT approaches are able to withstantesorms of attack (Chiou-Tign

and Ja-Ling-Wu, 1998; Dittmann, 2000).



2.1.3.2.3 The Wavelet Transform Based TechniqueE){W

The wavelet transform provides the time frequemagpdformation of a given
signal (Paquet, 2001). Wavelet transform is capaileproviding the time and
frequency information simultaneously, hence givangme-frequency representation

of the signal

The problem is the huge number of wavelet resultingh the use of all the
gradations in the process of analysis and the reaimsformation, which also
produced for the same reason, and therefore tasrtemt process requires a very long
time. Two transformers (DWT and HWT) are using tedi number of gradations,
rather than making the conversion for all the giadsa, and are done by selecting
time domains in the signal (Kunder and HatzinkdQ20dnoue, et al., 199%Radomir
and Bogdan, 2003). This conversion produces acseffii quantity of information,
with less time of accounting and maintaining theibanformation of the depicted

reference (i.e. without the loss of important imf@tion)

2.1.4 Digital watermarking system
All watermarking methods share the same buildirogks:
Digital watermark embedding system, and
Digital watermark embedding extraction or recoveygtem.

Any generic embedding system should have as inpitata/image)/hiding
medium, watermark symbol (image/text/number) ariegkyato enforce security. The
output of the embedding process is always the wetdeed data/image
(Leung, et al., 20Q9Al-Haj, 2007). The generic watermark extract/recovery process

needs the watermarked data, the secret key orcpubly and, depending on the



method, the original data and /or the original watak as inputs, while the output is
the extracted/recovered watermark with some kinccarifidence measure for the
given watermark symbol or an indication about tmespnce of watermark in the

cover image under inspection (Haldar, 2008).

2.1.5 Attacks on Digital Watermarks

Watermarking research has produced a wide rangewatermarking
techniques that can be subdivided into various auktlogical complexity levels.
Each of these methods attempts to reduce vulnéyalnil various attack scenarios.

Attacks on digital watermarks can be mainly clasdiinto two major groups:

0] Friendly and malicious attacks (Hanjalic, et abD0@; Hartung, et
al., 1999).
(i) Conventional image or data operations applied enntbrmal use of

computer technology can destroy the watermark méion.

Different operation of the classical image proasegdield, such as
scaling, color and gamma corrections, and so fegh,be identified
at this point. Today, compression techniques caa bk placed in
the field of classical operations, but often sefgataas a single
element in watermarking research. The friendly ckttdas two
common features. It is generally described as amemtional event
where the user has no suppose and/or knowleddeeafvatermark
and its embedded procedure. The second type otkatthe

malicious one, occurs with the intention of eliniing the

information (Hanjalic, et al., 2000).



2.2 Related works

In this section we will illustrate severalatdd works in order to find out
the position of this proposed system and to detfreegaps and difference between
this work and the previous works. Also to determine major research techniques
and methodologies used, finally, to recognize kkas, theories and conclusion, and
to set the differences and similarities. In thddf@ing, we will summarize some of

such related works:

Houng-Jyh, et al., (1998) investigated a wavelstbavatermark casting scheme
and a blind watermark retrieval technique. An aapivatermark casting method
is developed to first determine significant wavedebbands and then select a
couple of significant wavelet coefficients in thesebbands to embedding
watermarks. A blind watermark retrieval technigbattcan detect the embedded
watermark without the help from the original imageproposed. Experimental
results show that the embedded watermark is robgsinst various signal

processing and compression attacks.

Taskovski, et al., (1999) argued that the wavebefficients of the watermark are
embedded to the most significant coefficients atlthw and high frequency bands
of the discrete wavelet transform of an image. Atimasolution nature of wavelet
transform can be exploiting in the process of deircExperimental results show
that the proposed watermarking method results most invisible difference

between the watermarked image and the original éndgoreover, proposed

watermarking method is robust to DCT and waveleselalossy image



compression techniques, and some image procesgegatons like image

resizing and cropping.

Radomir, et al., (2003) gives brief survey of badefinitions of the Haar wavelet
transform where some recent developments and stdke art in Haar transforms
include efficient symbolic calculation of Haar spam and some applications of
Haar wavelet transform. The authors believe that $urvey can be useful to

researchers working in different disciplines whigne Haar transform is used.

Stephan, (2005) embedded watermarking in still msa@BMP) true color, this
method applies embedding watermark in large caeffts and in high frequency
subbands by using discrete wavelet transform. Tatmmark in this method is
capable of surviving against the JPEG2000 compmesaind the watermark
extracted using original image (non-blind watermdarke research applied to
many images, and the results for this method isusblagainst extraction

watermarking on the average 90-95%.

Lepik, (2007)demonstrates that the Haar wavelet method is a rhaiweol for

solving different types of integral equations adttial differential equations. This
method with less degree of freedom and with smalet time provides better
solutions than classical ones. The main advantagi@somethod is its simplicity
and small computation costs, resulting from thespaof the transform matrices

and the small number of significant wavelet coéfits.



Cabir and Serap, (2007) suggests a new digitalemagermarking algorithm that
combines the strengths of the moment based imagmatiaation and two
dimensional discrete wavelet transform was propobgd the researchers.
Normalization provides robustness against geonatriegradations, whereas
discrete wavelet transform achieves immunity fompeession, linear and non-
linear filtering by taking the properties of the nman visual system into
consideration. Simulation results show that the hmet provides promising

robustness results for various kinds of image mdatmns.

Wu a .N.-l, et al., (2008) propose a novel watekimgr method to solve the
problem of copyright protection. Their new methochkas a difference by
providing the user with the power to process maseésdigital image

watermarking tasks using just one private key. Thasults of the authors’
extensive experiments have proven both the capabilithe proposed technique
as an efficient management mechanism and the mdssstof it against various
image processing attacks such as Joint Photogré&pperts Group compression,

low pass filtering and high pass filtering as vaalnoise contamination

Min-Jen, (2009)studied novel visible watermarking algorithm basad the

content and contrast aware (COCOA) technique viighconsideration of Human
Visual System (HVS) model. In order to determine tbptimal watermark
locations and strength at the watermark embeddiages the COCOA visible
watermarking utilizes the global and local chamastes of the host and
watermark images in the discrete wavelet transfddWT) domain. The

experimental results demonstrate that COCOA tecitanitpt only provides high

PSNR values for the watermarked images, but alesepves the watermark



visibility under various signals processing operagi, especially the watermark

removal attack.

Leung, et al, (2009roposeda selective curvelet coefficient digital watermarki
algorithm. The selective band provides an addigenurity feature against any
physical tampering. Their reported goal was to gaweintensive study on the
robustness of watermarking using selective curvetafficients from a single
band and to find out the best band for embeddintemveark. Wrapping of
specially selected Fourier samples is employed nbiplément Fast Discrete
Curvelet Transforms (FDCT) to transform the digitalage to the curvelet

domain.

llker and Ivan, (2009peveloped an over complete discrete wavelet tramsfo
(DWT) based on rational dilation factors for digeretime signals. It was
implemented using self-inverting FIR filter bankis.is approximately shift-

invariant, and can provide a dense sampling oftithe-frequency plane. This
algorithm is based on matrix spectral factorizatiofrhe analysis/synthesis
functions (discrete-time wavelets) can be very dgmand can be designed to

closely approximate the derivatives of the Gauskiantion.






Chapter Three
A cascade Haar-DWT Based digital

Watermarking system

3.1 Introduction

The content is watermarked by convgrtaopyright information using an
algorithm that is perceptible only to the conterdgator. Digital watermarks can be
read only by using the appropriate reading softwatese are resistant to filtering

and stay with the content as long as originallyppsely degraded.

The technique facilitates access of ¢merypted data only for valid key
holders but fails to track any reproduction oraesimission of data after decryption.
On the other hand, in digital watermarking, an tdeation key is embedded
permanently inside a cover image which remainsiwithat cover invisibly even after
decryption process. This requirement of watermaykecthnique, in general, needs to

possess the following characteristics:
(a) Imperceptibility for hidden information.

(b) Redundancy in distribution of the hidden infation inside the cover image to
satisfy robustness in watermark extraction proassn from truncated (cropped)
image.
(c) A key to achieve cryptographic security of leddcontent.

Besides these general properties, an ideal watkimgasystem should also be
resilient to insertion of additional watermarksrtdain the rightful ownership. The

perceptually invisible data hiding needs insertmihwatermark in higher spatial

frequency of the cover image since human eye is $emsitive to this frequency



component since in most of the natural images, ntgjof visual information are
concentrated on the lower end of the frequency bemdhe information hidden in the
higher frequency components might be lost afterntjmation operation of lossy

compression.

The proposed system in this thesis is called "Abu®d Framework for
watermarking system". The system generally conswdtstwo independent, but
complementary, subsystems. The first subsystem alkedc the "Haar Wavelet
Transform (HWT)" and the second subsystem is catlegl "Discrete Wavelet

Transform (DWT)". The general structure of the megd system is shown in figure

3.1.
Another image
Original image Haar Wawelet Watermarking

image
process 9

Image 3

Discrete Wawelet - password(Key)

Transform

(DWT)

Result watermarking
image

Original image Extract k—

Figure 3.1 General Structure of the proposed system




3.2 Haar Wavelet Transform Subsystems (HWT)

The main tasks of the HWT subsystems:

1. A standard decomposition of a 2-D signal (imagé)s tis done by
performing a one dimensional transformation on eaghfollowed by a

one dimensional transformation of each column.
2. Construct a function that Haar Transforms an infagdiffered levels.

Figure 3.2 represents the general structure ofHWET and shows its main
parts. Essentially, each part is cascading forother parts, and represents a task in

the HWT Process.

Line

Haar wawelet
process

lﬁ Load image lﬁ

USER Load another image
in watermarking
Haar wawelet 1

&

Saw image

—

Colum

Figure 3.2 HWT subsystem

This subsystem applies wavelet transform by usiagrHVavelet. The main

function of HWT can be explained through the foliogyvsteps:

1. Load an image (300x300 pixel)

2. Apply HWT Process. It consists of the following pesses:



a. Line transformation: This also is called row. Icdenpose the image into rows

using the flowing code (Talukde and Harada, 2007)

[*row transformation*/
for(i=0;i<row;i++){w=col;

do{ k=0;

[*averaging*/ for(j=0;j<w/2;j++)
afj]=((matfi][i+j]+mat[i][j+j+1])/2);
[*differencing*/ for(j=w/2;j<w;j++,k++)
a[j]l=mat[i][j-w/2+Kk]-a[K];
for(j=0;j<row++) mat[l] [j]=a[j];
w=w/2;

twhile(w!=1);

}

b. Columns transformation: it decompose the image matumns using the

following code another image (Talukde and Harada, 2007):

}

[*column transformation*/
for(i=0;i<col;i++){ w=row;
do{k=0;

[*averaging*/ for(j=0;j<w/2;j++)
afj]=((mat[j+][i]+mat[j+j+1][i])/2);
[*differencing*/for(j=w/2;j<w;j++,k++)
a[j]l=mat[j-w/2+K][i]-a[k];
for(j=0;j<w;j++) mat[j][i]=alj];
w=w/2;

twhile(w!=1);

}

c. Two, Three, Four Layers Wavelet transformation:

It decomposes the image into two, three, or foyera To understand how the
Haar Wavelets Transform works, let us consider ftiiwing simple example;
suppose one dimension vector we have image wids@ution of four pixels having
values [8 6 3 7]. Haar wavelet basis can be useépi@sent this image by computing

a wavelet transform. To do this, we find the averafjthe two pixels together, results



the pixel values [7 5]. Clearly, some informatienost in this averaging process. We
need to store some detail coefficients to recaveroriginal four pixel values from the
two averaged values. In our example. 1 chosermiofitst detail coefficient, since the
average computed is 1 less than 8 and 1 more th@hi$ single number is used to
recover the first two pixels of our original fouixpl image. Similarly, the second
detail coefficient is -2. 3-5=-2 and since 5+ (=3 and 5- (-2) =7. Thus, the original
image is decomposed into a lower resolution (twamxel) version and a pair of detail

coefficients.

Regarding this process recursively on the averapess the full decomposition

shown in Table 3.1:

Detail
Resolution Averages
coefficients
4 [8637]
2 [7 5] [1 -2]
1 [6] [1]

Table 3.1: Decomposition to lower resolution

Thus, for the one-dimensional Haar basis, the {gaveansform of the
original four-pixel image is given by [6 1 1 -2].a\¢all the way used to compute the

wavelet transform by recursively averaging andeddhcing coefficients, filter bank.

We can reconstruct the image to any resolution dnunsively adding and

subtracting the detail coefficients from the lowesolution version.



Compression of 2-D image with Haar Wavelet Techaiquhas been shown
in the previous section how 1-D image can be tceake sequences of coefficients.
Alternatively, we can think of images as piecewtsmstant functions on the half-
open interval [0, 1). To do so, the concept of atmespace is used. A one-pixel
image is just a function that is constant overehgre interval [0, 1). Let Ybe the
vector space of all these functions. A two pixebga has two constant pieces over
the intervals [0, 1/2) and [1/2, 1). We call th@sp containing all these functions.V
If we continue in this manner, the spacé Wil include all piecewise-constant
functions defined on the interval [0, 1) with camdt pieces over each of 2
subintervals. Note that because these vectors Ilafanations defined on the unit
interval, every vector in Vis also contained in X*. For example, we can always
describe a piecewise constant function with twernvils as a piecewise-constant
function with four intervals, with each interval the first function corresponding to a

pair of intervals in the second. Thus, the spacdsaké nested; that is,

vl vi W? .. this nested set of spaced M G necessary ingredient for the
mathematical theory of multiresolution analysisgliarantees that every member of
V° can be represented exactly as a member of higrsmiution space V The

converse, however, is not true: not every func@®rx) in V' can be represented

exactly in lower resolution spacé.V

Now we define a basis for each vector spateTHe basis functions for the
spaces V are called scaling functions, and are usually tehdy the symboH. A
simple basis for Vis given by the set of scaled and translated boxtfons (Talukde

and Harada, 2007).

Fl(x):=F 2x- i) i= 0,14,2.2 : Where



1 for OEx <1
F(x):= .
0 otherwise

The wavelets corresponding to the box basis argvikress the Haar wavelets,

given by (Talukde and Harada, 2007):
Y/ xX)=Y (@2 x- i) i=0,1,2.2 : Where

1 for OEx<1/2
Y(x):= -1 for 1/Z x< 1
0 otherwise
Thus, the HWT for an image as a 2-D signal willdidained from 1-D DWT.
We get the scaling function and wavelet function 2D by multiplying two 1-D
scaling functions: @ (x, y) = @ (x) @ (y). The wétefunctions are obtained by
multiplying two wavelet functions for wavelet andating function for 1-D. For the
2-D case, there exist three wavelet functions thedn details in horizontal
I (1) (x,y)=3 (xX)I (y), verticall (2) (x, y)=I (x) D (y) and diagonal directions;
I 3) X, y=1X | (y). This may be represented as a four-channelegter
reconstruction filter bank. Now; each filter is 2¥Mdth the subscript indicating the
type of filter high pixels frequency (HPF) or lowkpls frequency (LPF) for separable
horizontal and vertical components. By using thidsers in one stage, an image is
decomposed into resolution: horizontal (HL), veati(LH), and diagonal (HH). The
operations can be repeated on the low low (LL) basohg the second stage of

identical filter bank.

Thus, a typical 2-D Haar transform, used in imagejgression and can be

represented as a four-channel perfect reconstngctie shown in figure 3.3.
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Figure 3.3 Structure of 2D Haar wavelet proposexiesys

The WT (Wavelet Transform) separates an image antlower resolution
approximation image (LL) as well as horizontal (Hizertical (LH) and diagonal
(HH) detail components. The process can then beated to compute multiple
"scale" wavelet decomposition, as in the threeesc@l T which is shown in figure

3.4.

LL | HL3
LH3 | HH3 HL2 HI1

LH2 HIHp
LH1 HH]1

Figure 3.4 Structure of wavelet decomposition

The transformation of the 2-D image is a 2-D geliwaton of the 1-D wavelet
transform which is already discussed. This openaicovides us with an average value
and detail coefficients for each row. Next, thesamsformed rows are treated as if they

were themselves an image and apply the 1-D tramsforeach column. The resulting



values are all detail coefficients except a singterall average coefficient. In order to

complete the transformation, this process is regeatcursively only on the quadrant

containing averages.

Now let us see how the 2-D Harr Wavelet Transfoiomais performed. The

image is comprised of pixels represented by numi@ayasider the 8x8 image taken from

a specific portion of a typical image shown in FguB.5. The matrix (a 2D array)

representing this image is shown in Figure. 3.6.

Now we perform the operation of averaging and difieing to arrive at a new

matrix representing the same image in a more cengianner. Let us look how the

operation is done. Consider the first now in Figdé.

56
11
20
39
31
40
50

\7

Figure 3.5 ASBxnage

10 1 63 58 8 10 |54
53 52 14 14 50 51 (16
44 46 37 22 42 40 |24
27 26 38 34 32 31 (34
35 34 30 30 36 40 |24
24 23 43 44 20 19 (47
14 15 51 52 12 11 |55
57 58 6 3 63 62 )2

Figure 3.6 2D arrays to represent the image inreigub.



Averaging :( 56+10)/2=33, (1+63)/2=32, (58+8)/2=0B)+54)/2=32,

Differencing: 56-33=23, 1-32=-31, 58-33=25 and D3=22.

So, the transformed now becomes (333322323 — 31 25 - 22). Now the same
operation on the average values i.e. (32.5 32.0G33 -31 25 -22) is performed.
Then we perform the same operation on the aveiagdsst two elements of the new
transformed row. Thus the final transformed rowdmes (32.5 0 0.5 0.5 32 -31 25 -
22). The new matrix we get after applying this @pen on each row of the entire
matrix of Figure 3.6 is shown in Figure 3.7. Perforg the same operation on each

column of the matrix in Figure 3.7,

We get the final transformed matrix bewen in Figure 3.8. This operation on
rows followed by columns of the matrix is performextursively depending on the
level of transformation which means that more tiera provides more
transformations. It is known that the left-top etrhof Figure 3.8 i.e. 32.5 is the only
averaging element which is the overall averagellaflaments of the original matrix
and all the remaining elements are details coefiiis. The point of the wavelet
transform is that regions of little variation iretloriginal image manifest themselves
as small or zero elements in the wavelet transfdriersion. A matrix with a high
proportion of zero entries is said to be sparse.nrast of the image matrices, their
corresponding wavelet transformed versions are msmdrser than the original.
Sparse matrices are easier to store and transamt dhdinary matrices of the same
size. This is because the sparse matrices candmifisd in the data file solely in

terms of locations and values of their non-zeroiest



4 325 O 0.5 0.5 23 -3125 -22 )
325 0 -05 -05 -21 19-18 18
325 0 -05 -05 -12 -4-10 7
325 O 0.5 0.5 6 6 - 1 -2
325 O 0.5 0.5 2 2 -3 8
325 0 -05 -05 8 0-112 -14
325 0 -05 -05 18 -1820 -22
325 O 0.5 0.5 -24 6 2-30 30
- /

Figure 3.7 Transformed array after operation

4 325 O 0 0 -0.5 -3.750.375 0.37§
0 0 0 0 -05 8.7-0125 -0.125
0 0 0 0 2 50 4 -2.25
0 0 0 0 3 4 - 475 -3.5
0 0 0.5 05 22 -25215 -20
0 0 -05 -05 -9 1 55 4.5
0 0 -05 -05 5 6 -7.5 11
0 0 0.5 05 4 -22 25 -26
- J

Figure 3.8 Final Transformed Matrix after one step.

Therefore, a lot of zero entries can be found mfthal transformed matrix.
From this transformed matrix, the original matrencbe easily calculated just by the
reverse operation of averaging and differencinge.i.the original image can be
reconstructed from the transformed image withoss lof information. Thus, it yields
a lossless compression of the image. However, toieae more degree of

compression, we have to think of the lossy compowads applicable).



Figure 3.9 shows the embedding of a watermarkirtgenwavelet domain.

Line
4_‘
, Column T
2Layer «
3Layer e
4Layer LH2 HHR

LHI1 HHI1

Figure 3.9 Embedding of a watermarking in the watvdbmain

The embedding algorithm is described in the follogvsteps:

#$ %

&' " % (

o " %

1 %

Algorithm for Embedding Wateark in Haar Wavelet Transform



3.3 Discrete Wavelet Transform Subsystems
The second subsystem is the Discrete Wavensform (DWT). Figure 3.10

represents the general structure of the DWT ana/slits main parts

Load oriainal Loade second image
°aim§”2'”a — o — Add password
) Hide [—— g watermarked image(HWT)
O
Sawe image
User
Load DWT &\ Display and sawe
Extract —— )| . - ﬁ — piay
Q image(Hide. addpessiol all hide image

Figure 3.10 DWT subsystem

The DWT consists of two parts, which are Hide artt&ct.
3.3.1 Hide (embedding) part

To understand the embedding technique, we wgtdbe it through the following:
Let | be a color image with M*N pixels which costs of channels R, G and B. The
three channels are divided into a set of n*n (ndd) non-overlapping subblocks. In
general, the size of the subblock has an influemcthe robustness of the watermark.
Each watermark bit can be embedded into one sublilpanodifying the values of
the subblock’s middle pixel (m) and the other pix@f). Let us define m as the
middle pixel value and& as the mean value of the other pixels. For exanipie
supposed have a 3*3 subblock as shown in Figutd. & this case, P5 is the middle

pixel value m and the mean value of the other pixehn be computed bl
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(P1+P2+P3+P4+P6+P7+P8+P9)/8. To control the balbetveeen the robustness and
image quality, the robustness coefficient value dstrbe used; different robustness

coefficient values for channels R, G and B are used

P, P, P,
P4 P5 P6
P Pg Py

Figure 3.11 Subblock of size 3*3
TR is the robustness coefficient val@ielmnnel R, TG is for channel G, and
TB is for channel B.

Basically, the visual effect to modify tRe G and B channels is different in
terms of the human visual sensitivity. In additidhe B channel has the larger
tolerance to be modified than that of other chasmrfébr these reasons, the robustness
coefficient value TB used in the scheme is thedstrgralue. TR and TG are the
secondly and minimal respectively. The other adagatto adopt varied robustness
coefficient is that the whole survival rate of watark bit can be enhanced.

The Hide part process can be done by the followteg:

1-Load the DWT image which has a size larger tHam gize of second image
(HWT /embedded image).

2- Load the HWT image which has size smaller tHas DWT image. The HWT
image may be a watermarked image generated byrshsdbsystem (HWT).

3- Save DWT image.

4- Add a password to DWT image.

This part is giving more security for theatermarked image because it's an

embedded image, which differs from other techniqu&fe application of



watermarking along with adding the password key ld@ive additional security for

the watermarked image.

The procedure of the embedding algorithras follows
%

2. Divide channels R, G and B into a set of n*n non-overlapping
subblocks respectively.

3. Set the robustness coefficient values TR, TG and TB for channels R,
G and B respectively. In the next step, T represents TR, TG and TB
when channels R, G and B are chosen to hide the watermark
respectively.

4. Modify m (middle pixe) and K (other pixel$ for watermark embedding
in the following:

IFW,=1) and (m- & T)

No Modify

Else

(m,u)=(m+

(m-o-%‘,u‘(m-m—‘) ................... e
IFW, =0) and (u- n® T)

No Modify
Else

u,m)=(u+

(u- m-%‘,m

5. Add the password (owner PRK) to watermarking to hide part.
6. Save watermarked image.

In equations (1) and (2), the value can be adjusted by subtracting or
adding the pixel values P1, P2, P3, P4, P5, P6, P7, P8 and P9
respectively. When the first watermark bit has been embedded on
channel R, the same location on channels G and B are also chosen to
embed the first watermark bit.

Algorithm for Embedding Watermark in Diste Wavelet Transform



3.3.2 Extract (recover) part

In the method of watermark Extraction in Waveleg weed to input the
watermarking image where the output is the origin@ge. Watermark extraction
needs to have some original data (original imalge$. performed using Independent
Component Analysis (ICA) which is applied to thenda of original and watermarked
images and extracted by the backward embeddingulacnThe procedures of an
extraction after various attacks are realized omp@se to check the watermark
robustness against attacks. The quality of theaetedd watermark is calculated using
the correlation coefficient.

The advantages of ICA algorithm approach includeagfe of less information
by the image’s owner and better quality of the aoted watermark in the case of
attacks.

Independent Component Analysis (ICA) is a statidtiand computational
technique for revealing hidden factors that undediets of random variables,
measurements, or signals. ICA defines a generatgzlel for the observed
multivariate data, which is typically given as agk database of samples. In the
model, the data variables are assumed to be Imedures of some unknown latent
variables, and the mixing system is also unknowre [&tent variables are assumed to
be not Gaussian and mutually independent and theycalled the independent
components of the observed data. These independengonents, also called sources
or factors, can be found by ICA which is superfigiaelated to principal component
analysis and factor analysis. ICA is a much morevestul technique, however,
capable of finding the underlying factors or sosreéhen these classic methods fall

completely.
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The steps of the Extract part process are discusgbe Flowing paragraph as shown
in figure 3.12:

1- Load the DWT image (generated in Hide part).

2- Add password (that used in Hide part).

3- Display and save all Hided images.

Load (DWT) ICA Extracted
image(Hide) watemak

Key

Figure 3.12 Extraction Scheme Using ICA

The extraction algorithm is described in the folliogvsteps:
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Algorithm for Extraction Watermark in Wavelet Trémsn
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Chapter Four

Experimental Results and Discussion

4.1 Experimental Results

This section will demonstrate the stepsshg the proposed system Figure

4.1 Wavelet Transform subsystems:

Discrete Wavelet

w Transform (DWT)

Haar Wavelet

Figure 4.1 Wavelet Transformsygiems

The selected image (original image) will be showigure 4.2.

|7 | Lenasmall - Haar

File(F) Wavelet transform  Watermarking
0w H : B

Figure 4.2 origimmage
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Figure 4.3 and 4.4 shows the effect of choosind-the Transform and the

Column Transform processes.

Figure 4.3 Line Transform

Figure 4.4 Column Transform

Figure 4.5, 4.6 and 4.7 shows the effect of 2Lay@r, 3Layer WT and 4 Layer WT

on the selected image respectively.
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Column Transform

2 Layer Wavelet transform
3 Layer Wavelet transform
4 Layer Wavelet transform

kig 4.5 2Layer WT

Line Transform

Column Transform
2 Layer Wavelet transform
3 Layer Wavelet transform
4 Layer Wavelet transform

kg 4B 3Layer WT

Line Transform

Calumn Transform
2 Layer Wavelet transform
3 Layer Wavelet transiorm
4 Layer Wavelet transform

kg 4AC@ayer WT
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The processes of HWT can be selected randomly anahy combination. After
selecting the desired HWT, the next step is selgdie ‘watermarking' option from
the main menu and chooses another image (usingame steps of open option)

Figure 4.8. shows process of watermarking on thggnal image

Figure 4.8 First watermagkprocesses

The next step, the user should choose "Discretegigavransform (DWT)" process.

DWT process consists of two parts Hide and Extract.

The Hide (embedding) parthis part is to hide/fembed an image (or HWT)

inside original image. It consists of the followistgps:
a) Load the original Image.
b) Load HWT image.
c) Save resulted image.
d) Add password.
e) Hide button.

Figure 4.9 shows the result of the hide (embeddiagy.

Q@F



Figur® &£inal result of Hide part

The Extract (recover) partThe task of this part is to extract /recovbe

images that embedded in the Hide part. It consistise following steps:
a) Load the DWT image.
b) Put the password.
c) Extract the watermarked image.

Figure 4.10 shows the extracted watermarked image.

Figure 4.10 the extrdotatermarked image



4.2 Robustness Test Result

In this section we will check the robusme$the watermarking image
produced by using our proposed system.
For this purpose we created a program célledge Attack” that will be used
to attack the watermarking image resulted frompitogposed system in the
previous chapter. Figure 4.11shows the generattsitei for our Image program

attacks.

Key

Figure 4.11alge Attack structure
The watermarking image resulted from our systembleas tested using the
following different attacks: Invert, Rotate, CropdaScale.
Figure 4.12, 4.13, 4.14, 4.15 shows the differgpes of attacks (Invert, Crop,

Rotate, and Scale) applied to watermarking imagpeaetively.



Figure 4.12 Invert Attack

Figure 4.13 Crop Attack
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Figure 4.14 Rotate Attack

Figure 4.15 Scale Attack
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After attacking the above image, we camnaet the original image using the
Extract part of the DWT process.
Figures 4.16, 4.17, 4.18, 4.19 show the kttaage using the Image Attack and

how the original images are extracted without difgces of attack process.

Figure 4.16 Extact original image from attack imagale

Figure 4.17 Extact original image from attack imageert
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Figure 4.18 Extact original image from attack imagiate

Figure 4.19 Extact original image from attack imagep
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4.3 Discussions

The robustness of the generatedy@mdased on the proposed system is
tested using different types of attacks (Invertta®® Crop, and Scale). We created a
program called "Image Attack" that will be usedatback the watermarking image
resulted from the proposed system.

The proposed digital image watermagkialgorithm is constructed by
cascading two different but complementary techrsquthe Discrete Wavelet
Transform and Haar Wavelet Transform to provideustbhess image to all attacks.
The algorithm proved resistance against numeroagémanipulations. Furthermore,
the method is easy to implement and suitable fal tiene applications. Adding a
private key to the new technique gives more rolessnand security to the
watermarked image against attacks.

The based embedding in the seconditigo allows watermark image to be
hidden in this image that gives a clear superiasitghe algorithm. This technology
has been proposed to solve the problem of illegahipulation and distribution of
digital image. Therefore, DWT and HWT techniques @sed in our proposed system,
and because it is more robust against transmisaiwh decoding errors, it is
computationally efficient and can be implementedibiyng simple filter convolution.

DWT- HWT are compared with HWBoth methods are the digital
watermarking techniques coming from Transform Domeategory, therefore, they
have some features in common. However, they hawee seariant characteristics.
Performance comparison between DWT- HWT and HW3uimmarized in the next
paragraphs. Moreover, we used in this comparisenPltBNR (Peak Signal-to-Noise
Ratio), to show the effects of the attacked imaged how it robustness against

different types of attacks.
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The PSNR is defined as:

Here, MAX1 is the maximum possible pixel value lo¢ image. When the pixels are
represented using 8 bits per sample, this is 25&reMjenerally, when samples are
represented using linear with B bits per sample XXllAs 2B-1.

It is most easily defined via the Mean Squared EE(MSE) which for two m*n
monochrome images | and K where one of the imagesonsidered a noisy

approximation of the other is defined as:

The following examples show the effect of differgyes of attacks on the images
that watermarked using HWT-DWT and HWT.

(Note: the results are generated by using the PGREE software, Version 1.2.2)
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Figure 4.20 HWT image without attack. Figure 4.21 HWT image after Invert and
PSNR value=16.7838db. Noise attack.

PSNR value=12.5846db.

Figure 4.22 HWT-DWT image without attack  Figure 4.23 HWT-DWT images
PSNR value=37.52231db. After Invert and Noise attack.

PSNR value=28.3914db.
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Figure 4.24 HWT-DWT image without attack Figure 4.25 HWT-DWT images
PSNR value=49.3914db. After Invert.

PSNR value=38.5894db.

Figure 4.26 HWT-DWT image without attack Figure 4.27 HWT-DWT images
PSNR value=50.3914db. After Noise.

PSNR value=39.2714db.
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Therefore, from the above examples we can showthieatobustness of the proposed
system has been improved by using two powerfulrtiegles HWT and DWT. For the
sake of performance and comparison, we also ewlutite watermarking when
HWT-only were used. The evaluated results showebgterformance using the
cascaded HWT and DWT.

Furthermore, comparing our proposed method (HWT-DWiith (DWT-DCT)
(Al' = Haj, 2007) exploits strength of two commoaduency domains method; HWT
and DWT, to obtain higher efficiency and performandhe quality of each
watermarks, which is extracted by exploiting thegmsed method, is superior to that
of why DWT-DCT method. In the following several wanharking attacks, including
inverting and noising, are simulated to investigagerobustness of our watermarking
method. The experimental results for the casestatks related to figures (4.25 and

4.27), are shown it table 4.1.

Figure PSNR
No. Al-Haj's Proposed Method
(4.27) HWT-DWT images After Noise. 37.88dDb. 39.2714db.
(4.25) HWT-DWT images After Invert. 37.26db. 38.5894db

Table 4.1 Comparing PSNR of Al-Haj’'s with Proposé¢ethod



Chapter Five



Conclusions and Future Works

5.1 Conclusions
It is concluded from this thesis relating the preg system that represents a
new method (HWT-DWT) constructed by cascading twizieknt but complementary
techniques for image protection by using waternmgykechnique. Such technique is
considered one of the powerful and robust schemgsatection process. Wavelet
transformation (HWT-DWT) provides robust resistatwe¢he protected image against
manipulation and forgery attacks. Adding a privdtey (password) to the
watermarking will increase the privacy and securiiyt by embedding watermark
along with adding the private key (password) mam@tgrtion in wavelet transform
will result, leading to more resistance againsacks. A new technique has been
proposed to solve the problem of illegal manipolatiand distribution of digital
image, i.e. HWT and DWT system. By comparing th&pomse of this system with
that of the DWT-DCT, it (HWT-DWT) shows the robuess of our proposed method
in illustrating through comparing different type$ attacks on the images and the

relevant generated values (PSNR).

5.2 Future Works
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In order to expand the system that proposedhias thesis, several
recommendations for future works are suggestedudg improving the
proposed system to deal with different types aaé sif image files as well as,
expanding the proposed system to include a new eédig algorithms and
encryption keys. It is recommended to use new fgces for wavelet
transformation, such as, wavelet net or multiplevelets. Also the proposed
system could be extended to cover the protectiantiodr files such as document,
audio and video files. The neural technique coldd &e used to choose a region

from the image to embed the watermarking one.
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