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Abstract 
 

Intrusions in computer networks can be compared to human diseases with the 

difference that human body has an effective mechanism to deal with them. Human 

immune system can detect and defend against unseen intruders. Also, it is distributed and 

adaptive. Human immune system is the most powerful defense system which may be 

helpful to apply its mechanism and properties in computer security field. This thesis 

presents a model for intrusion detection system that consists of four components 

depending on innate/adaptive human immune system approaches and self/non-self theory 

of human immune system. The proposed model is divided into two subsystems; the first 

one is attack response system which is similar to innate human immune system and the 

second is learning system which is similar to adaptive immune system.  Learning system 

is the core of the model; it presents a hybrid approach of machine learning through 

hybridization between k-Means clustering algorithm and Naive Bayes as a classifier. The 

model goal is keeping information systems environment safe against intrusions and 

attacks through applying human immune system mechanism and properties to intrusion 

detection system. Experimental results indecate that the proposed model provide a higher 

detection rate in both of DoS attacks and U2R attacks, which give the power to the 

proposed hybrid model and increase the security of information systems, especially in the 

critical environments.          

 

 

Keywords :  Intrusion Detection System, Human Immune System, K-Means  

                          Clustering Algorithm, Naive Bayes, Computer Immunology. 
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Chapter one 
  

Introduction 
 
 

1.1 Introduction. 

 
Due to the revolution in telecommunications and information technology, the 

information systems security became an important problem and a major issue in 

computer security field in the past few years. It has transferred the world into a small 

digital village. The growth of information systems networks and their infrastructure led to 

growing attack rates against information systems environment. While a completely 

secured system is still a myth, a real need appeared for understanding the main challenge 

in computer security which is determining the difference between normal and abnormal 

activities in order to prevent intrusions from damaging or attacking the information 

system environment.  

 

The increase in internet usage plays a main role in security problem. In 2010 there 

were 1.966 billion internet users in the world versus 360.985 million internet users in 

2000 which means that internet users increased 81.86% from the end of 2000 until the 

mid of 2010, and 28.72% of world population are using internet. They are using internet 

services in different activities such as: browsing, e-mail, search, social networks and       

e-commerce (Miniwatts Marketing Group, 2010). Intruders and cyber crimes are 

expanding in parallel with the growth in information technology environment. These 

crimes have many forms such as: Viruses, Worms, Trojan horses, Malware, Identity theft 

and more. 
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Intrusion Detection System is the third form of defense after antivirus and firewall 

applications. (The Internet Society, 2000) defined this concept as a security service that 

monitors and analyzes system events for the purpose of finding, and providing real-time 

or near real-time warning of, attempts to access system resources in an unauthorized 

manner. From this definition, anyone conclude that this field of research is still an open 

problem. 

 

Anderson (1980) put the first stone that was used for intrusion detection systems 

development later. Also, he defined the concept of threat and proposed an approach for 

auditing data in order to recognize the threats depending on audit trails which are taken 

relatively long term basis; this audit data is derived from records collected daily from all 

machines then consolidated into a data set called “dump” that reviewed by security 

officers and transferred to tape after reports are generated.    

 

In 1983, Denning began working in a U.S. government project at Stanford Research 

Institute International (SRI international). The project goal was analyzing audit trials of 

government computers and creating profiles of users upon their activities. In 1984, she 

helped in developing Intrusion Detection Expert System (IDES) which is the first model 

of IDS (Innella, 2001). 

 

In 1988, Haystack project occurred at Lawrence Livermore National Laboratory 

(LLNL) at the University of California Davis. The project produced a Distributed 

Intrusion Detection System that was developed for U.S. Air Forces to analyze data which 
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are based on events collected from all network nodes such as logins, system calls, file 

access and to compare these audit data with the predefined attack patterns in order to 

detect intrusions (Endorf, Schultz and Mellander, 2004). The developers from Haystack 

project established a commercial company in 1989 called Haystack Labs which became 

the first commercial vendor of host-based intrusion detection systems (Innella, 2001).  

 

In 1990, Heberlein developed a Network Security Monitor (NSM) at the   

University of California Davis, which was the first network intrusion detection system. 

The idea of (NSM) is developing profiles of network resources usage then comparing the 

current usage pattern with the previously created profiles, in order to detect intrusions 

(Heberlein, et al., 1990).     

 

In 1991, Automated Security Measurement System (ASIM) was developed by U.S. 

Air Force’s Cryptologic Support Center. It was responsible for monitoring the traffic on 

the U.S. Air Force’s network and became the first solution that incorporated hardware 

and software solution to network intrusion detection. The development group of     

(ASIM) established a commercial company in 1994 called Wheel Group that produced 

NetRanger product which is the first commercially network intrusion detection device            

(Innella, 2001). 

 

IDS market became a good investment and generated revenues around 1997. The 

market leader, Internet Security Systems (ISS), developed a network intrusion detection 

system called RealSecure. In 1998 the development staffs from Haystack Labs and 
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CMDS team from SAIC were merged to form Centrax Corporation. In the same year 

Cisco purchased the Wheel Group because it recognized the importance of network 

intrusion detection. Intrusion detection market continues growing from that time until 

now (Innella, 2001).   

  

 

Figure 1.1: History of Intrusion Detection Systems (Innella, 2001).   

 

Carnegie Mellon University (2011) presented a comparison between insider and 

outsider percentage attacks from 2004 until 2010 which showed that outsider attacks still 

had the lion’s share versus insider attacks, as shown in Figure 1.2. 

 

 

 

Figure 1.2: Percentage of insiders versus outsider attacks  

(Carnegie Mellon University, 2011). 
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CERT (2009) indicated an increasing in the number of incidents reported from 1993 

until 2003, as shown in Figure 1.3. Also, CERT mentioned that they stopped providing 

statistics at the end of 2003 because widespread uses of automated attack tools, attacks 

against internet-connected systems have become so commonplace that counts of the 

number of incidents reported provide little information with regard to assessing the scope 

and impact of attacks.  

 

 

Figure 1.3: Number of Incidents Report Received (CERT, 2009). 

 

 

The previous figure shows a dramatic growth in number of incidents, which 

represent a fact that is a very important for people, companies and organizations to keep 

their computers and networks safe against attacking. For an example, a person could lose 

his bank balance because of a successful hacking on his credit card. Also, a company 

could lose critical information which is very important for competitors, because of a 

successful internal or external attack.           
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CSI (2009) in its 14
th

 annual edition shows some types of attacks experienced by 

percent of respondents between 2005 until 2009. By taking 2008 and 2009 as sample, it is 

noted that some types of attacks were increased while other types were decreased, as 

shown in Table 1.1. 

 

Table 1.1. Types of attacks experienced by percent of respondents (CSI, 2009). 

 

 

Type of Attack 

 

2008 

 

2009 

 

Malware infection. 
 

 

50% 
 

64% 

 

Password sniffing. 
 

 

9% 
 

17% 

 

Denial of service. 
 

 

21% 
 

29% 

 

Web site defacement. 
 

 

6% 
 

14% 

 

Exploit of DNS servers. 
 

 

8% 
 

7% 

 

Instant messaging abuse. 
 

 

21% 
 

8% 

 

Theft of or unauthorized access to intellectual property due to all 

other causes.  
 

 

5% 
 

8% 

 

 

Intrusion Detection System (IDS) is one of the computers and networks defense 

forms against attacking computer network or information systems environment. It can be 

defined as system monitoring a stream of information for occurrences of computer 

attacks (Rieck, 2009). The process of detection is reached by analyzing the collected 

information from different sources within a computer system or across the computer 

network to find signs of unusual system behavior or signs of intrusion.  
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These signs can be found by observing network traffic, system log files, systems or 

user activities. So, responding to attacks in real-time is very important to keep 

information systems environment safe. Also, Intrusion detection system is responsible for 

detecting and controlling of malicious network traffic or behavior to keep viruses, Trojan 

horses, worms and hackers far away from information system environment. 

 

There are two types of intrusion detection systems; the first is Host-based intrusion 

detection systems (HIDS). It is small computer programs (agents) that are installed on a 

single host which can be any network computer or database server, as shown in Figure 

1.2 These agents can monitor the operating system, system security log files, information 

system log file, memory, network traffic and registry in able to find any malicious 

activity (Moskovitch, et al., 2007).  

 

 

Figure 1.4: Host-based intrusion detection system (Moskovitch, et al., 2007). 

 

The second type is network-based intrusion detection systems (NIDS), which is 

installed on dedicated machine within the network, as shown in Figure 1.2. Generally, it 

consists of computer programs (sensors or packet sniffers) that able to monitor all 
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network traffic by testing all packets one by one (Raghunath & Mahadeo 2008). It 

protects the whole network from threats by selecting points on network then start 

catching and analyzing network traffic at these selected points (Heberlein, et al., 1990). 

 

 

Figure 1.5: Network-based intrusion detection system (Moskovitch, et al., 2007). 

 

There are two approaches used by all intrusion detection systems to detect attacks. 

The first approach is Misuse Detection (or Signature Detection) which is the most 

popular approach that was used in intrusion detection systems (Patil, et al., 2008).  The 

Second approach is Anomaly Detection. It was proposed in 1985 by Dr. Dorothy 

Denning (Dinning, 1987).  

 

1.2  Problem Statement. 
 

Defense against intrusions, attacks and other types of threats is very important and 

highly recommended as a security issue, because intrusions and attacks are growing 

rapidly every day. There are two main approaches for intrusion detection systems. The 

researcher believes that human immune system is the most powerful defense system. It 

can be used to design a hybrid model depending on the mechanism and properties of the 
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human immune system to increase the security of information systems environment. 

Thus, this study was carried out to answer the following questions: 

 

� How to keep information systems environment safe against intrusions by 

combining two type methods of machine learning into one hybrid approach 

depending on innate and adaptive human immune system? 

 

� How to detect new attacks depending on immune network clustering and 

classification methods? 

 

� How to evaluate the performance of learning in the proposed model? 

 

 

1.3  Objectives of the Study. 
 

In fact it is impossible to build a complete secured system although when it use 

cryptographic because the encryption can be broken and passwords can easily be cracked. 

So, there is a real need to build a system that has the ability to learn by itself. To 

accomplish the aim of this research, some objectives have been identified, these 

objectives are: 

 

� Improve the accuracy of detecting attacks by selecting all features of data 

sample in the clustering and classification processes. 
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� Investigate the ability of building a hybrid intrusion detection model based 

on innate and adaptive human immune system. 

 

� Evaluate the learning system, which is the core of the proposed hybrid 

model, in order to compute the accuracy of the proposed model. 

 

 

1.4  Significance of the Study. 
 

This study aims to distinguish between self and non/self system behavior depending 

on human immune system mechanisms and properties. It evaluates the performance of 

hybridization between the K-Means clustering algorithm and Naive Bayes classifier 

algorithm as a hybrid learning approach, and to check whether this approach can produce 

better performance as an intrusion detection model.   

 

1.5  Limitations of the Study. 
 

Similar to many studies there are some challenges that faced the intrusion detection 

systems. This study faced some limitations, which can be summarized as follows: 

 

� On-Line Intrusion detection systems suggest a periodic update to the 

training set and profiles, using a static training data might become outdated 

and deficient for prediction. 

 

� Intrusion detection system needs to integrate and interact with other 

components to form an intrusion and prevention system. 
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� A completely secured system stills a myth; because the growth of 

information systems networks and their infrastructure led to growing in 

attack methods and rates against information systems environment. 

 

� The accuracy of classification is not 100%.  

 

 

1.6  Thesis Organization. 

          This thesis consists of five chapters. The first chapter presents an introduction to 

thesis, problem statement, also it gives the objectives of research, discusses the 

significance and limitation of the study and finally it presents thesis organization. Chapter 

two reviews intrusion detection approaches, presents an overview of human immune 

system and gives an overview of attacks and machine learning methods, and finally it 

discusses the related work. Chapter three outlines research methodology used in this 

thesis. Also it presents the proposed hybrid model architecture and the software that have 

been used for evaluation the model. Chapter four describes the dataset used for 

experiments in this study, experiments environment and procedures and presents the 

evaluation measures and experimental results, finally a comparison with other studies 

results is made. Chapter five concludes the research and gives some future directions for 

future research.       
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Chapter Two 
  

Intrusion Detection and Human Immune  

System (Literature Review) 
 
 

2.1   Introduction. 
 

This chapter consists of five sections. Section 2.2 discusses the intrusion detection 

approaches; section 2.3 gives an overview about human immune system; section 2.4 

discusses the categories of attacks; section 2.5 discusses machine learning methods and 

section 2.6 gives an overview of the works related to this thesis.   

 

 

2.2  Intrusion Detection Approaches. 
 

Allen et al. (2000) defined the intrusion detection system as a component of the 

information security framework. The main goal of intrusion detection system is to 

differentiate between the normal and abnormal activities of the system. It aims                 

to automatically scan network activities and detect any attacks. According to                

(Patil, et al., 2008) there are two main types of IDS approaches: Misuse Detection         

(or Signature Detection) and anomaly detection. 

 

2.2.1  Misuse Intrusion Detection System Approach. 
 

The main idea for this approach is to detect intrusions by matching the observed 

behavior or event with a set of attack patterns (Patil, et al., 2008). This approach contains 

a set of signatures such as failed login, file access and network traffic, a list of 

unacceptable actions of users or packet contents. A block diagram of a typical misuse 

detection system is shown in Figure 2.1 below (Sundaram, 1996). 
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Figure 2.1: Block diagram of a typical misuse  

detection system (Sundaram, 1996). 

 

2.2.2 Anomaly Intrusion Detection System Approach. 
 

The main idea for this approach is to detect anomalous activities that deviate from 

accepted thresholds that were created upon statistical evaluation of a collected data like 

user login times within an hour, number of login failures within a minute, network traffic 

and total consumed time by a program. These data are collected from a host or network 

within a period of time (Dinning, 1987). A block diagram of a typical anomaly detection 

system is shown in Figure 2.2 below (Sundaram, 1996). 

 

 

 

Figure 2.2: Block diagram of a typical anomaly  

detection system (Sundaram, 1996). 
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Carter (2002) discussed some benefits and drawbacks of misuse and anomaly 

approaches in his published article as shown in Table 2.1. 

 

Table 2.1. Benefits and Drawback of misuse and anomaly IDS approaches (Carter, 2002). 

 

 
 

Misuse Approach 

 

Anomaly Approach 

 

-  The user can examine        

    the signature database   

    for known intrusive  

    activity. 

 

-  Easy detection of insider attacks or account  

   theft, alarm generated when using a stolen  

   account to perform actions that are outside  

   the normal user profile. 

 

-  Start protecting network    

    upon installation. 

 

 - Very difficult for attackers to know what   

    activity without triggering an alarm. 

 

 

 

 

Benefits 

 

-  It is easy to understand,   

   when an alarm triggered. 

 

-  It can detects an attack that first time it is  

   used, because the alarm is generated when   

   an activity deviates from normal activity. 

 

-  Maintaining information  

    for Signatures when  

    intrusion encompasses  

    multiple discrete  events. 

 

-  Intrusion detection system must be  trained     

   to create the appropriate user profiles, that  

   means defining normal activity is a  

   challenge it self. 

 

-  The difficulty of associating an alarm  

    with the event that triggered the alarm,  

    means that if the intrusive activity  

    is too close to normal user activity, then  

    there will be no guarantee that alarm will  

    be triggered. 

 

 

 

 

Drawbacks 

 

-  Misuse detection system  

   must have signature  

   defined for all possible  

   attacks, this leads for a  

   need for keep updating   

   the signature database.    

 

-  Maintenance of the profiles can also  

    become time consuming. 
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2.3  Human Immune System Overview. 
 

Human immune system (HIS) is a very complex, stunning, tightly created and 

amazing system that protect body against harmful threats. The main job for HIS is to 

fight those threats to keep human body healthy by performing two tasks, the first one is 

detecting threats and second one is eliminating them.  

 

U.S. National Institute of Allergy and Infectious Diseases (2007) described the 

human immune system as a network of cells, tissues and organs that work together to 

defend the body against attacks by foreign invaders. These foreign invaders (Pathogens) 

such as: bacteria, viruses, fungi and parasites, are shown in Figure 2.3.  

 

 

Figure 2.3: Foreign invaders that attacks human body 

(U.S. National Institute of Allergy and Infectious Diseases, 2007). 

  

Pathogens can cause irreversible infection and damage to human body if not 

stopped in time. Since pathogens are continually developing ways to avoid detection, the 

human immune system is still able to discover these attacks which happen because it can 

recognize and remember millions of enemy cells.  
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The human immune system consists of several defense mechanisms, as shown in 

Figure 2.4. The skin which is the first defense barrier prevents substances that don’t have 

rights to pass through. So it is very effective in preventing many microorganisms from 

entering the human body. Some of these pathogens can pass through skin if it is 

compromised by wounds, then they will meet the physiological barrier of defense which 

is temperature and pH. Human immune system increases the human body temperature 

and decreases the pH to prevent pathogens from evolving. The farther mechanisms are 

the Innate Immune System and the Adaptive Immune System, both of them are based on 

big number of cells that circulating in the blood stream (Goldsby, et al., 2003).    

 

2.3.1 Innate Human Immune System. 
 

            It is part of the immune system in which we acquire at birth. It is considered as 

the third defense mechanism and the first defense line for the already known pathogens 

but it can not detect new types of pathogens. Innate human immune system consists of 

roaming scavenger cells Macrophages such as Phagocyte, as shown in Figure 2.4, Natural 

Killer cells and Neutrophils. Phagocyte cells are able to engulf pathogens. Innate human 

immune system is based on a chemical response system called Complement System, and 

the complements also called Antibodies (Piel, 1993). 

 

Figure 2.4: Human immune system defense mechanisms (Piel, 1993). 
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2.3.2 Adaptive Human Immune System. 
 

            It consists of lymphocytes, which are certain white blood cells that circulate in the 

blood stream. These cells have the ability to learn or adapt to new kinds of pathogens and 

retains them in a memory cells. The primary response for pathogen is a slow process 

because it can take up to three weeks to clear infection. After clearing the infection, HIS 

retains that pathogen in memory cells, in order to speed up recognition of them in future, 

this called secondary response (Piel, 1993).     

        

 Paul (1993) claims that Lymphocytes (B-Cells and T-Cells), are able to react for 

the strange foreign shapes such as virus and bacteria. These are called pathogen that carry 

antigen over its surface. Lymphocytes have the specific binding areas called receptors 

which have the complementary shapes which are used to determine antigens which are 

recognized by binding its marker molecule called epitopes to lymphocyte antibody 

receptor, as shown in Figure 2.5.  

 

 

Figure 2.5: Antigen detection mechanism based on complementary shapes  

(U.S. National Institute of Allergy and Infectious Diseases, 2007). 



20 

Tizard (1995) claims that B-cells and T-cells receptors are created by randomly 

selection of gene segments from gene library (DNA). There is a possibility that these 

receptors can be bound with self cell epitopes. To prevent this from happening, B-cells 

and T-cells have to pass the last test called (Negative Selection) before leaving Bone 

Marrow and Thymus to the blood.  

 

The B-cells and T-cells that fail in the test are killed, while the passed cells are 

released from bone marrow and thymus to the blood. With or without assistance of        

T-cells, B-cells become activated when it detects antigens. This activation is followed 

immediately by (Clonal Selection), as shown in Figure 2.6, to generate memory cells that 

make detection fast for the same antigens in future. 

 

 

                              Figure 2.6: Clonal Selection. 

 

2.3.3 B Lymphocytes (B-Cells). 
 

            It is created, matured and programmed in the Bone Marrow. Each B-cell produces 

a specific antibody which is carried over its surface. When B-cell encounters the antigen 

that matches its antibody receptor, it will still wait to become activated by T-Cell. When 
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that happens, B-cell multiply rapidly produces more similar cells. Some of these 

produced cells are transformed into plasma cells that produce antibodies which are 

similar to the one that is carried over B-cell surface. The rest of plasma cells will be 

transformed into memory cells that have the ability to become active, if the same antigen 

tries to attack the body in future (Nobelprize.org, 2011). 

 

 

2.3.4 T Lymphocytes (T-Cells). 
 

            It is created in bone marrow and then migrates to Thymus to get matured. Each   

T-cell can distinguish between self cells and non-self; where self cells are the human 

body cells, while non-self cells are pathogens. T-cell has a one specific receptor that is 

carried over its surface. According to functions, T-cells can be divided into three      

types:  Helper T-cells which have the responsibility to immunology process by activating 

B-cells. The second type is Cytotoxic T-cells which is responsible for attacking and 

killing the abnormal self body cells, like cells infected by cancer. The third type is 

Suppressor T-cells, which is responsible for stopping activation process in other cells 

after threats become released (Nobelprize.org, 2011). 

 

 

2.3.5 Human Immune System Theories. 
 

            There are several theories that have discussed how HIS can be modeled and how 

it can recognize the different types of pathogens in order to prevent them from attacking 

human body.    
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2.3.5.1 Self/Non-Self Theory. 
 

               U.S. National Institute of Allergy and Infectious Diseases (2007) declared that 

the key to a healthy immune system is its remarkable ability to distinguish between self 

cells which are the human body’s own cells, and non-self cells which are a foreign cells 

such as pathogens. This theory says that each cell or organism is carrying a marker 

molecule over its surface. This marker says “self“ or “foreign”, it will give the human 

immune system the ability to learn and defend body by detecting the previously unseen 

patterns.       

 

2.3.5.2 Danger Theory. 
 

               This theory was proposed in 1994 by Polly Matzinger. The danger theory 

suggests that the immune system reacts to threats based on existence of danger signals 

which means that immune system does not attack foreign threats when it detects       

them, but it attacks foreign cells when it starts to cause troubles (Matzinger, 1994). 

 

2.3.5.3 Immune Network Theory. 
 

               Jerne (1974) suggests that the immune system is not a set of discrete agents 

(antibodies) that react only when it is triggered by antigen, but it is a regulated network of 

cells and molecules that can recognize each other.  

  

2.4  Attacks Overview. 
 

MIT (1999) have collected attacks types and categorized them in four categories. 

These categories are: Denial of Service (DOS), Remote to User (R2L), User to Root 

(R2U)  and Probes, as shown below. 
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2.4.1  Denial of Service (DOS) Attack. 

          In this type of attacks, the attacker makes some computer resources or memory 

resources too full, so it becomes not able to handle request. These attacks are Ping of 

death, Teardrop, Mailbomb, Smurf, Land, Apache2, SYN Flood, (MIT, 1999). 

 

 CNET News (2000) indicates that in the typical connection; the user sends an 

authentication request to the server which responses and sends authentication approval 

back to the user. In the next step, the user acknowledges this approval and then is allowed 

onto the server. While in denial of service, the user sends several authentication requests 

to the server which have false return addresses; the server can’t find the user and become 

unable to send the authentication approval response and the server becomes waiting for a 

sometime before it closes the connection. The user (attacker) sends new batch of forged 

requests to the server and so on. 

 

2.4.2  Remote to Local (R2L) Attack. 

          In this type of attack, the attacker dos not have an account on a remote machine, so 

he sends packets over a network to that machine to gain local access as a user of that 

machine. These attacks are: Xlock, Dictionary, Phf, Guest, Named, Imap and Ftp_write 

(MIT, 1999). 

 

2.4.3 User to Root (U2R) Attack. 

            The attacker starts out with access to a normal user account on the system to gain 

root access to the system. This can be happen by sniffing passwords. These attacks are: 

Ps, Eject, Xterm, Perl, Loadmodule and Fdformat (MIT, 1999). 
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2.4.4 Probes Attack. 

            In this type, the attacker scans a network of computers to gather information or 

find vulnerabilities using a software program. He will have a map of machines and 

services that are available on the network, and he can use this information in order to look 

for exploits such as Nmap, Satan, Mscan, Saint and Ipsweep (MIT, 1999). 

 

2.5   Machine Learning Methods. 
 

 The pioneer of machine learning, Tom M. Mitchell (1997) defined the machine 

learning as a process of training computer algorithm to properly classify future inputs 

after having trained the algorithm with sample data.     

 

2.5.1   Unsupervised Learning. 

 

  It is also called (data clustering) because it is the separation of a set of objects into 

groups. Each group consists of similar objects that are dissimilar of objects in other 

groups (Dunham, 2003). K-means is one of the best simplest clustering techniques to 

partition (n) instances into (k) clusters in which each instance belongs to the cluster with 

the nearest mean (MacQueen, 1967). Boundaries between clusters are still linear in the 

implicit high-dimensional space, and they can become non-linear when projected back to 

the original space, thus allowing kernel k-means to deal with more complex clusters 

(Dhillon, et al., 2004). 

 

Clustering and Vector Quantization are concerned with the grouping of unlabeled 

“feature” vectors into clusters. Usually, it is assumed that the number of clusters is known 
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in advance, but otherwise no prior information is given about the data, vector 

quantization is an application for k-means, the centroid index or cluster index is referred 

to as a “code” and the table mapping codes to centroids and vice versa is often referred as 

a “code book”. The result of k-means is a set of centroids that can be used to quantize 

vectors. There are two methods of quantization that can be used to reduce a number of 

feature vectors. The first is (VQ1), it was developed by (Juang, et al,. 1982) and based on 

splitting every cluster into two clusters, while the second method is (VQ2). It was 

developed by (Lipeika, et al., 1995) and based on splitting a cluster with largest average 

distortions into two clusters. Both of (VQ1) and (VQ2) aim to find an encoding of vectors 

that reduces the expected distortion. 

 
2.5.2   Supervised Learning. 

 

  It is also called classifier because it aims to build a predictive model (classifier) to 

classify the incoming patterns. This classifier should be trained with labeled patterns so, it 

can be able to classify the new unlabeled pattern later. (Zhang, 2004) explains that Naive 

Bayes is one of the most efficient and effective inductive algorithms for machine learning 

and data mining. It is surprising because its competitive performance in classification is 

based on conditional independence assumption which is rarely true in real world 

applications.    

 

2.6  Related Works. 
 

Greensmith et al. (2004) published a paper that discussed the danger theory and 

how this concept could be useful in inspiring artificial immune systems, especially in the 

field of computer security. They discussed the intrusion detection systems and suggested 



26 

that improvements to IDS could be done by studying how danger signals can be 

identified in HIS and how it could be translated for detecting danger within computer 

systems environment.   

 

Fabricio et al., (2004) presented an intrusion detection framework and a prototype 

called "ADENOIDS" was presented depending on that framework which takes its 

architecture from the human immune system to deal with application attacks and extract 

attack signature for remote buffer overflow attacks. 

  

This prototype brought more features to intrusion detection system, based on human 

immune system, such as intrusion evidence detection, automated attack signature extraction, 

intrusion tolerance and system recovery mechanisms. 

 

This framework presented an assumption, which is one of the most important 

aspects that successful attacks are inevitable and its strongest feature is its ability to deal 

with such situation, which is the same case with human immune system, Since some 

diseases antigens (viruses and bacteria) are successful in invading organism and causing a 

harm to it before human immune system can eliminate them by creating the suitable 

antibodies to cope with antigens. After that happened, the human immune system learns 

to cope with this type of antigens and take a repair strategy to recover the damaged parts. 

 

The deep studying of “ADENOIDS” showed that its signature extraction 

mechanism was only covered buffer overflow attacks, so there is a real need to be 

extensible to cover other classes of attacks.  
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Jungwon et al. (2007) collected the algorithms used in intrusion detection systems 

which developed upon human immune system and discussed these algorithms and the 

outcome of their implementation. They provided an overview of intrusion detection 

systems based on human immune system to help researchers to identify suitable research 

problems in immune-based intrusion detection field. 

 

Also, they summarized six immune features that are desirable in effective intrusion 

detection systems; these features are multi-layered, distributed, self-organized, 

lightweight, disposable and diverse. Through their careful examination of previous 

published researches in immune-based intrusion detection field they concluded that this 

field of research still has much room to grow and many areas to explore. On the other 

hand they presented a phylogenetic tree to show the research history in this area. The 

researcher believes that it is very important to read that research carefully for every 

immune-based intrusion detection system researcher before start his own research 

because it gives him a deep understanding of this area of research.  

 

Dal et al. (2008) illustrated a technique that applied artificial immune system and 

genetic algorithm to develop a secondary immune response in an intrusion detection 

system depending on memory cells concept to make the system less predictive and 

enhance the detection process to trap similar anomalies.   

 

Kotov & Vasilyev (2009) presented an intrusion detection system based on artificial 

immune system for MS Windows operating system. The main idea of that intrusion 

detection system is to trace the sequence of applications system calls to detect anomaly 
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changes in the normal system behavior using negative selection algorithm, as shown in 

Figure 2.7 and Figure 2.8. 

 

 

Figure 2.7: Negative selection algorithm (Kotov & Vasilyev, 2009). 

 

 

Figure 2.8. Anomaly detection (Kotov & Vasilyev, 2009). 

 

Twycross, Aickelin and Whitbrook (2010) presented (tlr algorithm) to solve 

anomaly detection problem on an FTP sever, based on artificial immune system. It 

depended on runtime statistics (such as process memory and file usage) to detect 

intrusions that use runtime information as well as system call information. This algorithm 

inspired by the understanding of interaction between T-Cells (TCs) and Dendritic Cells 

(DCs), which are two classes of immune cells that are found in human immune system. 
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Interaction idea between two types of immune cells have been abstracted to form          

(trl algorithm) which is innate and adaptive algorithm that can be used in host-based 

intrusion detection systems. 

 

Sunjun (2010) proposed an immune-based model for detecting and preventing 

network intrusions by using a scheme of bacteria for quickly detecting the similar 

intrusions in neighbor networks. This model consisted of intrusion detection agent that 

was responsible of monitoring all network packets and a center for treated bacteria which 

is a repository for prevention techniques.  

 

The intrusion detection agent has memory cells which are patterns for intrusions. 

These patterns came from treated bacteria center which has the responsibility of sending 

memory cells (bacteria intrusion patterns) and the suitable prevention technique to 

neighbor networks as vaccine, and receiving memory cells and prevention technique from 

the neighbor networks. The model represented self-training approach and self-adapting 

approach. These approaches are from the characteristics of human immune system. 

 

Mohamed et al. (2010) made integration between artificial immune system and 

pattern recognition algorithms that are used for intrusion detection. They introduced a 

model which is inspired by the mechanisms of dendritic cells, B-cells and T-cells.  
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Chapter Three 
  

The Proposed Hybrid Model Architecture 
 

 

3.1   Introduction. 
 

The proposed model in this thesis is designed to depend on innate/adaptive human 

immune system approaches and self/non-self theory of human immune system. This 

model is divided into two subsystems; the first subsystem is attack response system and 

the second is learning system, which is the core of this thesis.  

 

3.2   The Proposed Hybrid Model Architecture. 
 

 The proposed hybrid intrusion detection model architecture consists of four 

components, as shown in Figure 3.1. And are followed by a detailed descriptions. 

 

 

Figure 3.1: The proposed hybrid model based-on human immune system. 
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3.2.1 Receptors. 

Receptors are counted from 1 to n receptors; they are located in different nodes 

(computers) among network. The main job of each receptor is to collect its node system 

behavior and the transferred packets, then passes these data to the filtering agent.     

 

3.2.2 Filtering Agent. 

This agent is responsible for auditing the data received from receptors and to 

make sure that there is no redundant data. When that happens; it can pass this information 

to misuse/anomaly detection system, packets and system behavior analyzer (clustering) 

and to anomaly detector (classifier).    

 

3.2.3 Attack Response System. 

Attack response system is responsible for testing the received information and 

discovering if it contains a misuse patterns. This system consists of five sub components, 

which are: 

 

3.2.3.1  Signature Database. 

 It is used for storing the attack signatures (patterns) that can be used later by the 

misuse detector to match the received information with the stored attack signatures. 

 

3.2.3.2  Profile Database. 

 It is used for storing profiles that describe the normal system behavior for each 

node (computer) among the network. This database records are very useful for packets 

and system behavior analyzer (clustering).  
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3.2.3.3  Misuse Detector. 

 This component receives information from filtering system and matching it with 

saved misuse attack signatures in signature database. When a match found; it activates 

the attack response agent. 

 

3.2.3.4  Attack Response Agent.   

   When this component becomes activated, it takes several operations like 

disabling login, close connection and system files protection, and then it activates the 

trigger alarm and/or call the intrusion protection system component in order to prevent 

the attack damages. 

 

3.2.3.5   Trigger Alarm and/or Call Intrusion Prevention System. 

  This component is activated by attack response agent in order to trigger an alarm 

for network administrator and/or calling the intrusion prevention system. 

 

3.2.4 Learning System. 

It is the core of the hybrid model which is responsible of making the hybrid model 

adaptive by storing new attack signatures automatically and manually in signature 

database. Also it collects and analyzes the packets and system behavior information in 

order to update normal behavior records in profile database, so to make intrusion 

detection faster in future. This system consists of four components, these are: 
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3.2.4.1 Packets and System Behavior Analyzer (Clustering). 

This component is responsible of clustering the collected packets and system 

behavior information into clusters depending on K-Means algorithm in order to facilitate 

the anomaly detector classification job. 

 

    K-means is an iterative unsupervised learning clustering algorithm. The number 

of clusters (k) must be specified at the beginning, and then each cluster is associated with 

an initial centroid (mean) that is chosen randomly from the data points. The next step is 

assigning each data point to the closest centroid by computing Euclidean Distance 

between the point and each centroid and choosing the lowest distances, the Euclidean 

Distance formula, (d), is described in equation 3.1. 

 

     ( ) )(∑
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,              …………………..     3.1 

 

    Where:    xk   is a data point and Ck   is the centroid of the cluster. 

     

    The next step is recomputing the centroid for each cluster and assigning the new 

point to the closest centroid depending on the Euclidean Distance between the new point 

and each centroid. Then by recomputing the centroid for each cluster again, one can note 

that these iterative steps will make centroids change their locations step by step until no 

more changes are done, as shown in Figure 3.2. In other words; these iterative steps will 

continue until centroids don’t change (Tan et al., 2005). 
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Figure 3.2: K-means clustering algorithm (Tan et al., 2005). 

 

3.2.4.2  Anomaly Detector (Classifier). 

 Anomaly detector is a classifier that receives information from filtering agent and 

verifies if it is normal or not. When an abnormal activity is found; this component 

activates the attack response agent. Otherwise it updates profile data base with the normal 

activities.   

 

    Tan et al. (2005) explain that Naive Bayes is one of the most efficient and 

effective inductive algorithms for classification. It is based on conditional probabilities 

which uses Bayes Theorem. Let  A denotes the class variable and  B  denotes the attribute 

set, if the class variable has a non-deterministic relationship with the attributes. Then A 

and B can be treated as random variables and capture their relationship probabilistically 

using   P(A|B). This conditional probability is also known as the posterior probability for 

A; In other words, it finds the probability of an event occurring given the probability of 

another event that already occurred. Bayes Theorem formula can be stated as described in 

equation 3.2. 
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    The classification stage in this proposed model depends on Naive Bayes classifier 

algorithm because it is simple to implement and easy to train, (Mitchell, 1997) explains 

that Naive Bayes works as follows: 

 

� Let D a data set ( a set of Tuples ), each Tuple X is an n-attribute or                     

n-dimensional vector X = { X1, X2, …….,Xn }. 

  

� Let there are k classes:  C1, C2… Ck. 

   

� Naive Bayes predicts X belongs to class ci  if and only if : 

                       )|( XCP i
 > )|( XCP j        For 1<= j <= m, j ≠   i   

            

� Maximum Posteriori Hypothesis 

 

                       

� With many attributes, it is computationally expensive to evaluate 

)|( iCXP . Naive assumption of “class conditional independence” 
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3.2.4.3  Signature Generator. 

 This component is responsible for receiving the new detected anomaly attack 

information from the anomaly detector (classifier) and generates a signature for this 

attack. Then it stores new signature in signature database automatically, in order to keep 

signature database up-to-date. This will facilitate detection of such an attack in future. 

 

3.2.4.4  Administrator Console. 

 It is a manual that allows network administrator to feed the signature database 

with new attack signatures in order to keep signature database up-to-date.  

 

3.3   Training and Testing the Proposed Model. 
 

 The hybrid intrusion detection model has been trained and tested by using 

randomly instances sample that was extracted from the 10% of a dataset called KDD’99 

as shown in chapter four of this thesis. This dataset contains 22 attacks that are divided 

into four attack classes: DoS, R2L, U2R and Probe in addition to 92278 instances which 

represent the Normal connections class, as shown below in Table 3.1, Also it contains 

network connections with 41 features per connection, as shown in Table 3.2, Table 3.3 

and Table 3.4, which forms the KDD’99 intrusion detection benchmark in the 

International Knowledge Discovery and Data Mining Tools Competition. (KDD, 1999).      

   

Table 3.1. KDD’99 connection classes (KDD, 1999). 

 

 

Class Number of connections Instance Percentage 

Normal 97278 19.6911 % 

Dos 391458 79.2391 % 

R2L 1126 0.2279 % 

U2R 52 0.0105 % 

Probe 4107 0.8313 % 

Total 494021 100 % 
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There are total 41 attributes in KDD’99 dataset for each network connection that 

has either discrete or continuous values and is divided into three groups. The first group 

of attributes is the basic features of network connection, as shown in Table 3.2; the 

second group of attributes in KDD99 is composed of the content features of network 

connections, as shown in Table 3.3 and the third group is composed of the statistical 

features that are computed either by a time window or a window of certain kind of 

connections, as shown in Table 3.4.  

 

Stolfo et al. (2000) defined higher-level features that helped in distinguishing 

normal connections from attacks. There are several categories of derived features. For 

example, the “same host” features examined only the connections in the past 2 s that have 

the same destination host as the current connection, and calculated statistics related to 

service, protocol behavior, etc. These features are either continuous or discrete. For 

example “duration” is a continuous feature for the KDD’99 database.  

 

Table 3.2. Basic features of individual TCP connections (KDD, 1999). 

 

feature name Description type 

duration  length (number of seconds) of the connection  continuous 

protocol_type  type of the protocol, e.g. tcp, udp, etc.  discrete 

service  network service on the destination, e.g., http, telnet, etc.  discrete 

src_bytes  number of data bytes from source to destination  continuous 

dst_bytes  number of data bytes from destination to source  continuous 

flag  normal or error status of the connection  discrete  

Land  
1 if connection is from/to the same host/port; 0 

otherwise  
discrete 

wrong_fragment  number of ``wrong'' fragments  continuous 

urgent  number of urgent packets  continuous 
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Table 3.3. Content feature within a connection suggested by domain knowledge 

(KDD, 1999). 

 

feature name Description type 

hot  number of ``hot'' indicators continuous 

Num_failed_logins  number of failed login attempts  continuous 

logged_in  1 if successfully logged in; 0 otherwise  discrete 

Num_compromised  number of ``compromised'' conditions  continuous 

Root_shell  1 if root shell is obtained; 0 otherwise  discrete 

su_attempted  1 if ``su root'' command attempted; 0 otherwise  discrete 

Num_root  number of ``root'' accesses  continuous 

Num_file_creations  number of file creation operations  continuous 

Num_shells  number of shell prompts  continuous 

Num_access_files  number of operations on access control files  continuous 

Num_outbound_cmds number of outbound commands in an ftp session  continuous 

is_hot_login  1 if the login belongs to the ``hot'' list; 0 otherwise  discrete 

is_guest_login  1 if the login is a ``guest''login; 0 otherwise  discrete 
 

 

Table 3.4. Traffic features computed using a two second time window (KDD, 1999). 

 

feature name Description type 

count  
number of connections to the same host as the current 

connection in the past two seconds  
continuous 

 
Note: The following  features refer to these same-host 

connections. 
 

serror_rate  % of connections that have ``SYN'' errors  continuous 

rerror_rate  % of connections that have ``REJ'' errors  continuous 

same_srv_rate  % of connections to the same service  continuous 

diff_srv_rate  % of connections to different services  continuous 

srv_count  
number of connections to the same service as the 

current connection in the past two seconds  
continuous 

 
Note: The following features refer to these same-

service connections. 
 

srv_serror_rate  % of connections that have ``SYN'' errors  continuous 

srv_rerror_rate  % of connections that have ``REJ'' errors  continuous 

srv_diff_host_rate  % of connections to different hosts  continuous  
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3.4   Model Evaluation using Weka Software. 
 

 Witten & Frank, (2000) explained that “Weka” stands for the Waikato 

Environment for Knowledge Analysis; it is computer software that developed at 

University of Wikato in New Zealand as a collection of machine learning algorithms for 

solving real-world data mining problems. Weka is written in Java and runs on almost any 

platform; these algorithms can apply directly to a dataset or called from any Java code.  

 

Weka contains tools for data pre-processing, clustering, classification, association 

rules and visualization. It can be used to apply a learning method to a dataset and analyze 

its output to extract information about this dataset. 
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Chapter Four 
  

Evaluation and Experimental Results  
 
 

4.1   Introduction. 
 

          This chapter deals with the experiments, its settings and results. The experiment 

was conducted on a dataset that was previously used in other related works. The dataset is 

presented in details in section 4.2. The experiment dataset samples and the experimental 

procedures are presented in Section 4.3. The performance measures that usually are used 

for evaluation the quality in this domain are described in Section 4.4. The experimental 

results obtained are presented in Section 4.5 and finally a comparison with other studies 

results is made in section 4.6.  

 

4.2   KDD’99 Dataset. 
 

 It is a dataset that contains 22 attacks and divided into four attack classes in 

additional to 92278 instances which represent the normal connections class, as shown in 

Figure 4.1. It contains network connections with 41 features per connection, which 

formed the KDD’99 intrusion detection benchmark in the International Knowledge 

Discovery and Data Mining Tools Competition. (KDD, 1999).      
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Figure 4.1: Distribution of classes in the KDD’99 Dataset. 
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Each class contains many different types of attacks that have different inside the 

class, the following Figures 4.2, 4.3, 4.4 and 4.5 show the different attacks and their 

distribution for each class. 
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Figure 4.2: Distribution of attacks in DoS Class. 
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Figure 4.3: Distribution of attacks in R2L Class. 
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Figure 4.4: Distribution of attacks in U2R Class. 
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Figure 4.5: Distribution of attacks in Probe Class. 

 

4.3   Experiments Environment and Procedures. 
 

 The data sample has been chosen from the 10% percent of the KDD’99 data set. 

The data sample contains 10000 instances which are divided into 5 classes, as shown in 

Table 4.1. These instances were picked up randomly from the 10% percent of the 

KDD’99 dataset.  
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Table 4.1. Data sample classes. 

 

Class 
Number of 

instances 

Number of 

attacks 

within class 

Attacks within class 

Normal 1967 0 
 

 

DoS 7780 6 
back, land, neptune, pod, smurf, teardrop 

  

R2L 111 8 

ftp_write, guess_passwd, imap, multihop, 

phf, spy, warezclient, warezmaster 

 

U2R 52 4 
buffer_overflow, loadmoudle,  

perl, rootkit 

Probe 90 4 
Ipsweep, nmap, portsweep, satan 

 

Total 10000 22  
 

 

In addition to Normal class, the data sample contains four attack classes; the first 

attack class in the data sample is denial of service (DoS) which contains 7780 instances 

distributed over 6 attack types according to the 10% percent of the KDD’99 dataset. As 

shown in Table 4.2.  

 

Table 4.2. Distribution of attacks in DoS class. 

 

Class Attack Instances 

back 40 

land 10 

neptune 2100 

pod 10 

smurf 5600 

DoS 

teardrop 20 

Total 7780 
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The second attack class in the data sample is User to Root (U2R), it contains 52 

instances distributed over 4 attack types according to the 10% percent of the KDD’99 

dataset. As shown in Table 4.3.  

 

Table 4.3. Distribution of attacks in U2R class. 

 

Class Attack Instances 

buffer_overflow 30 

loadmoudle 9 

perl 3 
U2R 

rootkit 10 

Total 52 
 

 

The third attack class in the data sample is Remote to Local (R2L). It contains 111 

instances distributed over 8 attack types according to the 10% percent of the KDD’99 

dataset. As shown in Table 4.4.  

 

Table 4.4. Distribution of attacks in R2L class. 

 

Class Attack Instances 

ftp_write 8 

guess_passwd 40 

imap 10 

multihop 7 

phf 4 

spy 2 

warezclient 20 

R2L 

warezmaster 20 

Total 111 



47 

The forth attack class in the data sample is Probes Attack (Probe). It contains 90 

instances distributed over 4 attack types according to the 10% percent of the KDD’99 

dataset. As shown in Table 4.5.  

 

Table 4.5. Distribution of attacks in Probe class. 

 

Class Attack Instances 

ipsweep 30 

nmap 10 

portsweep 20 
Probe 

satan 30 

Total 90 
 

 

After data sample preparation, “Weka” software was used to split data sample into 

two parts. The first part is training set which represents 30% of the data sample; it 

contains 3000 instances of the data sample. The second part is testing set which 

represents 70% of the data sample; it contains 7000 instances of the data sample.  
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The next step is applying K-means algorithm with parameters “numClusters = 5” 

and “distancefunction = EuclideanDistance”, on the training set using “Weka”, As shown 

in Figure 4.6 to divide the data sample into five classes; these five classes are: Normal, 

DoS, R2L, R2U and Probe.  

 

 

Figure 4.6: K-means clustering algorithm parameters. 
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Next phase is applying Naive Bayes classifier algorithm on the testing set using 

“Weka”, as shown in Figure 4.7, where 7000 instances are used as a testing set. The 

correctly classified instances were 6852 which represent 97.8857% of the total testing  

set. On the other hand there were 148 incorrectly classifies instances that represent 

2.1143% of the total number instances in the testing set.  

 

 

Figure 4.7: Naive Bayes Classifier algorithm result. 
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4.4   Performance Evaluation Measures. 
 

 This section aims to explain the measures that were used to measure the accuracy 

of the proposed hybrid intrusion detection model. These measures were calculated in 

order to get the efficiency of classification for each class of the testing data sample. Some 

of those measures will used later to make a comparison with other studies results.  

 

Tan et al. (2005) explained that a confusion matrix can be used to summarize the 

number of instances predicted correctly or incorrectly by a classification model, the 

relation between actual class and predicated class shown in Table 4.6. 

 

Table 4.6. The Relation between actual class and predicated class. 

 

 

   

Predicated Class 
 

  + - 
 

+ 
 

TP 
 

 

FN 
 

Actual 

 Class  

- 
 

FP 
 

 

TN 

 

 

Also, he explained that the count in confusion matrix can also be expressed in term 

of percentages as follows:      

 

� TP Rate (TPR).  

It is the true positive rate and also called “Sensitivity”. It is defined as a 

fraction of positive examples predicted correctly by the model. TP Rate 

formula can be stated as described in equation 4.1. 

  

                                 TPR = TP / ( TP + FN )                                                                      ….  4.1 
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� TN Rate (TNR). 

It is the true negative rate and also called “Specificity”. It is defined as a 

fraction of negative examples predicted correctly by the model. TN Rate 

formula can be stated as described in equation 4.2. 

 

                      TNR = TN / ( TN + FP )                                                                     ….  4.2 

 
 

 

� FP Rate (FPR). 

It is the false positive rate, which is defined as a fraction of negative 

examples predicted as positive class by the model. FP Rate formula can be 

stated as described in equation 4.3. 

 

                      FPR = FP / ( TN + FP )                                                                     ….  4.3 
 

 

� FN Rate (FNR). 

It is the false negative rate, which is defined as a fraction of positive 

examples predicted as negative class by the model. FN Rate formula can be 

stated as described in equation 4.4. 

 

                      FNR = FN / ( TP + FN )                                                                     ….  4.4 
 

 

� Precision (P). 

It determines the fraction of records that actually turns out to be positive in 

the group that the classifier has declared as a positive class, Precision 

formula can be stated as described in equation 4.5. 

 

                      Precision = TP / ( TP + FP )                                                              ….  4.5 
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� Recall (R). 

It measures the fraction of positive examples correctly predicated by the 

classifier. Precision formula can be stated as described in equation 4.6. 

 

              Recall  = TP / (TP + FN).                                                                  …. 4.6 

  

� F-Measure. 

It is the harmonic mean of Precision and Recall. F-Measure formula can be 

stated as described in equation 4.7. 

 

F-Measure =  2 * ( (Precision * Recall) / (Precision + Recall) )      …. 4.7 

 
 

4.5   Experimental Results. 
 

 This section aims to detect the performance of the proposed hybrid intrusion 

detection model by analyzing and discuss the experiment and represent the results 

visually by using tables and charts. The steps for the experiment started as follows: 

 

The experiment started by preparing the 10000 instances data sample. Those 

instances were picked up randomly from the 10% percent of the KDD’99 dataset and 

were divided into five classes (Normal, DoS, R2L, U2R and Probe) as shown in details in 

Table 4.2, Table 4.3, Table 4.4 and Table 4.5. Then the 10000 instances data sample was 

divided into two parts; the first part is training set which represents 30% of the data 

sample, it contains 3000 instances of the data sample. The second part is testing set which 

represents 70% of the data sample; it contains 7000 instances of the data sample. 
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The next step is using “Weka” to apply K-means algorithm with parameters 

“numClusters = 5” and “distancefunction = EuclideanDistance”, on the training set as 

shown in Figure 4.6. Then Naive Bayes classifier algorithm was applied on the testing set 

as shown in Figure 4.7. 

 

Depending on the experimental results it is found that the correctly classified 

instances were 6852 which represent 97.8857% of the total testing set, on the other hand 

there were 148 incorrectly classifies instances that represent 2.1143% of the total number 

instances in the testing set. Table 4.7 illustrates the performance of the hybridization 

between K-means clustering algorithm and Naive Bayes classifier. It can be noticed that 

TP Rate of the hybrid intrusion detection model is 96.7% as a detection rate for normal 

instances, the detection rate for DoS attacks is 98.8% and 96.8% for Probe attacks, while 

the detection rate for R2L attacks is 61.3% on other hand the detection rate for U2R 

attacks is 82.1%. The total weighted average for TP Rate is 97.9% for the proposed 

model.  

 

Table 4.7. Experimental results for the classification of data sample. 

 

Class TP Rate FP Rate Precision Recall F-Measure 

Normal 0.967 0.004 0.985 0.967 0.976 

DoS 0.988 0.003 0.999 0.988 0.994 

R2L 0.613 0.006 0.517 0.613 0.561 

U2R 0.821 0.01 0.308 0.821 0.448 

Probe 0.968 0.001 0.882 0.968 0.923 

Weighted Average 0.979 0.003 0.986 0.979 0.982 
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Figure 4.8 shows the true positive rates (detection rate) for the proposed hybrid 

intrusion detection model, while Figure 4.9 shows the false positive rates (FP Rate) 

for the same model. 

 

 
 

Figure 4.8: True Positive Rates (Detection Rate) for the proposed  

hybrid intrusion detection model. 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 4.9: False Positive Rates for the proposed 

hybrid intrusion detection model. 
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4.6    Comparison with Other Studies Results. 
 

  This section shows a comparison between the researcher’s model results and other 

studies results depending on TP Rate which reflects the detection rate. The researcher 

explores results of other researches to define the rank of the proposed method. Table 4.8 

Illustrates the True Positive Rate (TP Rate) for each class in the mentioned researches. 

 

Table 4.8. Comparison between the proposed hybrid model experimental 

results and other researches depending on TP Rate. 

 

Model Method Normal DoS R2L U2R Probe 

The Proposed 

Hybrid Model 

K-Means + Naive 

Bayes 

0.96700 0.98800 0.61300 0.82100 0.96800 

Faraoun & 

Boukelif (2006) 

Multi-Classifier 

NNet 

0.96640 0.95000 0.09850 0.08520 0.87650 

Al-Sharafat & 

Naoum (2009) 

Genetic-based 

Machine Learning 

(GBML-NID) 

0.96320 

 

0.97600 

 

0.83930 

 

0.28850 

 

0.37720 

 

Yongzhong & 

Wang (2009) 

Immune Agent 

based on Dynamic 

Clonal Selection 

0.98127 

 

0.97565 

 

0.03710 

 

0.71491 

 

0.90494 

 

Al-Rashdan 

(2011) 

Hopfield + Kohonen 

SOM + Conscience 

Function 

(HNNMLM-IDS) 

1.00000 

 

0.84600 

 

0.84300 

 

0.73300 

 

0.98000 

 

Farzan et al. 

(2011) 

K-Means + Bayes 

Rule + SVM 

0.86400 

 

0.96500 

 

0.93500 

 

0.75000 

 

0.92200 

 
 

 

From the previous Table 4.8, one can see that the method gains better results than 

others in detecting DoS and U2R attacks. By exploring TP Rates for each class, one can 

define the rank of the model with amongst other models, as shown bellow in Figure 4.10 

and Figure 4.11. It is very clear that the hybrid model achieved the first rank in detecting 

DoS attack with 98.8% detection rate and 82.1% as a detection rate for U2R attack. 
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Figure 4.10: Comparison between models depending on 

DoS Attack TP Rate. 

 

 

Figure 4.11: Comparison between models depending on 

U2R Attack TP Rate. 

 

Also, from the same Table 4.8, one can see that the method achieved the second 

rank in detecting Probe attack, as shown in Figure 4.12, with 96.8% as a detection rate 

while the first rank in the same class was achieved by (Al-Rashdan, 2011) HNNMLM 

Model that based on combining Hopfield, Kohonen SOM and Conscience Function. 
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Figure 4.12: Comparison between models depending on 

Probe Attack TP Rate. 

 

As shown in Figure 4.13, one can see that the proposed method achieved the third 

rank in detecting Normal class with 96.7% and achieved the fourth rank in detecting R2L 

attack with a detection rate of 61.3%, as shown in Figure 4.14. 

 

 

Figure 4.13: Comparison between models depending on 

Normal Class TP Rate. 
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Figure 4.14: Comparison between models depending on 

R2L Attack TP Rats. 

 

According to experimental results; the proposed intrusion detection model 

achieved the first rank in detection both of DoS and U2R attacks comparing with other 

five studies that mentioned above in Table 4.8. The hybrid model rank can be 

summarized as seen bellow in Table 4.9. 

 

 

Table 4.9. The Proposed Hybrid Model Rank. 

  

Class TP Rate Rank 

DoS 0.988 1 

U2R 0.821 1 

Probe 0.968 2 

Normal 0.967 3 

R2L 0.613 4 
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Chapter Five 
  

Conclusion and Recommendations  
 

 

5.1   Introduction. 
 

          This chapter concludes thesis and gives some future directions for future work in 

order to make more improvement in intrusion detection domain.  

 

5.2   Conclusion. 
 

 According to the experimental results; the hybridization between K-Means 

clustering algorithm and Naive Bayes Classifier presented a better TP Rate results for 

detection. It Achieved first rank in detecting both of DoS and U2R attacks, the detection 

rate for DoS attacks was 98.8%, the model detect U2R class with 82.1% as a detection 

rate. Also it detected Normal class with 96.7%, R2L class with 61.3% and it showed 

96.8% detection rate for Probe class. One can note that the proposed model has the 

highest detection rate for DoS attack with 98.8% as a detection rate and U2R class with 

82.1% depending on the comparison as shown in chapter four. 

 

5.3   Recommendations for Future Research. 
 

In order to improve the performance of intrusion detection systems, the researcher 

recommends the follows:  

 

� More investigations are needed in order to find the optimal way to 

determine the number of classes and the data sample for each class. 
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� Other methods like K-Medoid can be used with supervised and 

unsupervised learning in intrusion detection field. 

 

� As mentioned before, KDD’99 dataset consists of instances with 41 

features for each instance. More in depth studies are needed in order to 

reduce the number of these features. 

 

� Combining reinforcement learning and human immune system mechanisms 

and properties could produce higher TP Rate in the filed of intrusion 

detection.   
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