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Abstract

The purpose of this thesis is to build A Knowledge
Acquisition Framework iffrace-Based Reasoning for Valuing
Knowledge. The knowledge Acquisition Framework astinsg of
context information retrieval from proposed algomit in the first
stage, then an adaptive neuro-fuzzy model for #eorsd stage,
which can be trained to detect the value of knog#gedsed. The
training has been based on gathered surveyedAf&tatraining the
model with proper data, a clear target-orientedatols the best
usage of knowledge will be available. Final stagk lve implicitly
processed via a back propagation feature existee@meuro-fuzzy
model mentioned above. Trace Based Reasoning & wsehis
framework instead of Case Based Reasoning whichbleat used
for solving problems previously, due to the problefmlacking to
context information in Case Based Reasoning .l #iudy six
models have been developed for the second stade different
types of input/output membership functions andntdi an input

array. The models are compared based on theityatnlitrain with
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lowest error values. The Gaussian member functipatiwith either
constant or linear Sugeno output member functios wWee best
choice for the proposed framework to be adoptetsisecond stage
which is Task Analysis Module. This framework cas utilized in

firms, societies or even in individuals’ life event
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Chapter One

Introduction

1.1. Overview
Solving problems is one of many tasks that arengtyorelated to the survival of
human being. There are many methods for solvinglpros, and there are many
differences between these methods used from diffgrerspectives and factors
such as the kind of the problem, the domain angtbblem space. Considering
the problem space representation, most of the @modolving methods are
relying on the problem space representation ancrakp even if slightly on
similar problem solved or observed in past expesser(Owaied,2010

Case-based reasoning (CBR) is one of the methodslwng problems
that all reasoning is based on past cases perganglkerienced. But depending
only on the past experience is not enough to ssvee problems, what makes a
main problem of the case-based reasoning to appetire lack of relevant
context information in the problem space to be mwred in solving new
problems(Cordier, 2008)

A Macro model presented by (Schmidt, 2005), stdtas how important
the context-aware systems are in supporting legrpiocesses. An example of
such systems is the "The Knowledge Maturing Prdcesth its five stages

shown below in Figure 1.1.



Figure 1. 1 The Knowledge Maturing Process (Sch2idb)

The main important conclusion obtained from thisdelois that by
determining the considered context and relevairfaers, the system can help
the learner in making best use of existing inforarat Therefore, the proposed
framework in this research will focus on how tontiy the relevant context
information and how to use it efficiently which nmsato extend the (CBR) and

use (TRB) instead when solving problems.

1.2. Motivation

Using the available information in the domain ofy goroblem, can be very
useful in finding the suitable solution(s) for th@bblem and in an appropriate
time. However, ignoring these information will ledainaccurate results in the
solution(s) of the problem, and will waste the titneobtain the exact solution.
The aim of the proposed framework is to help humaany situation in life to

exploit each available data and information witthie problem domain in order
to get more accurate, efficient, and exact sol@$pmto his problem, and this

framework will be utilized in this research workr fthe purpose of valuing



knowledge of an organization as per knowledge issictered as intangible
assets to any firm or organization, and has itsialdke effect in enhancing its
operations, but its existence in firms and orgdiora is not an explicit one,
therefore, via this research the knowledge valnatidll be presented in
numbers to having it explicitly existed in the fgrand organizations.

Another benefit from this proposed model is to tisese gathered
information in an efficient way, by adapting the ald integrated stages within
this proposed system (Artificial Neural network (NN Fuzzy Logic, Trace
Based Reasoning (TBR) and Relevance Feedbackg iknbwledge acquisition

and adaptation process.

1.3. Problem Definition

According to the definition of (CBR), solving pr@ohs is based on the solutions
of similar past problems. From the system’s poinview, this might be true,
but from the user's point of view, identical praile may need different
solutions. This is due to that (CBR) suffers frdme tframe problem”: in some
situations, the context information is missing.

Moving from the Case-Based Reasoning to Trace-Bd®edsoning
(TBR) is the solution of this problem. Trace-Bag&shsoning is an extension of
the Case-Based Reasoning, allowing the contex¢ todduded in the reasoning,
but this actually will lead to many different prebis to be identified as

following:



1. How to identify relevant context information in ¢es.

2. How to make sure all the elements we need areeirirtite and then
use them by an efficient model to solve the facetlems.

3. How to utilize this proposed framework in valuingokvliedge in a
firm or in an organization, by transferring theaingible factors that
are needed to valuate knowledge in an organizatimnnumbers, in
order to help understanding how an organizatiomewedge adds
value to its operations and thus enabling informmeshagement of its

knowledge assets.

1.4. Objectives

The main objective of this research work is to d¢ud knowledge-
acquisition framework, which is capable to achithefollowing:

1) Interacting with each element in the environmemtd specific task
to be fulfilled.

2) Identifying the context information in traces feach problem faced
during the adaptation process.

3) Using these traces in knowledge valuation processch includes
transferring the factors affecting knowledge valmatinto numbers,
by using an integrated framework of Artificial Nalr
Network(ANN), Fuzzy Logic(FL), Trace Based Reasgn{iBR) in

tracing records of activities and a Relevance Faekihlgorithm.



1.5. Thesis Outline

The rest of the thesis is organized as followseraiture review is presented
in Chapter 2.In Chapter 3, is an explanation ofrtte¢thodology used in this study;
particularly, various factors which impact the kdeglge valuation process. In
Chapter 4, the three stages of the proposed frankeiw@resented including the
ANFIS model. In Chapter 5, an experimental studg eesults will be presented
obtained after applying the proposed model. Commhgsand future work are

presented in Chapter 6.



Chapter Two

Literature Review and Related Studies

2.1. Overview
The proposed framewrok includes several areas wdlysincluding Context
Information Retrieval, Adaptive Neuro-Fuzzy InfecenSystems (ANFIS) and
Knowledge Valuation. Following is a brief literaéureview of the areas covered in

this thesis.

2.2. Context Information Retrieval

Context retrieval information as a first ggain the proposed framework, is
presented in order to extend CBR to TRB in solpngblems methodologies, and
this is done by including the context of informatim the problem domain in the
process of solving problems, many researchers haee concentrating via their
works on the field of context information retrieuat many different methods and
using different techniques. Following is a brieftbé related works to this thesis
content.

Salton & Buckely (1990) declared that relesa feedback is an
automatic process, introduced over 20 years agd, @signed to produce
improved query formulations following an initialtreval operation. The principal
relevance feedback methods described over the ywarexamined briefly, and

evaluation data are included to demonstrate thec&feness of the various



methods. Prescriptions are given for conductingt tes-trieval operations
iteratively using relevance feedback.

Budzik et al. (2001) claimed that user riat¢ions with productivity
applications (e.g., word processors, Web browseis) provide rich contextual
information that can be leveraged to support jodifme access to task-relevant
information. As evidence for their claim, they meted Watson, a system which
gathers contextual information in the form of teattof the document the user is
manipulating, in order to proactively retrieve domnts from distributed
information repositories related to task at harsdwall as process explicit requests
in the context of this task. They described thellteof several experiments with
Watson, which consistently has provided usefulrimiation to its users.

Other researchers have addressed how usefulotitextually retrieved
information in search queries as Sieg et al. (260&kd that one of the key factors
for accurate and effective information access i tiser context. The critical
elements that make up a user's information comekide the semantic knowledge
about the domain being investigated, the short-teformation need as might be
expressed in a query, and the user profiles thaatdong-term interests. Sieg et al.
(2005) propose a framework for contextualized infation access that seamlessly
combines these elements in order to effectivelyatiocand provide the most
appropriate result for users' information needs.particular, they focused on
integrating a user's query with semantic knowlefigen an existing concept
hierarchy to assist the user in information retlen their framework, the user’s

“context” is captured via nodes in a concept lattinduced from the original



ontology and is updated incrementally based on 'sideteractions with the

concepts in the ontology. Their experimental ressliowed that utilizing the user
context improves the effectiveness of the seardrigs, especially in the typical
case of Web users who tend to use very short cuArieerm-vector based

representation is used for concepts. To generd¢enavector representation, the
content of all the associated relations with thacept are combined to yield a
single term-vector. A weighted term-vector its syiis n for each concept i. Each

concept contains a collection of relationsdhd a set of sub-concepts S

Thus the user context is represented as & gdaelements: ci

{P,N},where P is a term-vector of positive evidenmin operation) : P
min(n1,n2),and N is a term-vector of negative entde (max operation) : N =
max(nl,n2).The min and max operations could benele@ to more logical
operations intersection and union operations, csm@dy. Thus, the positive
evidence will be represented as P =(mh2(1 n31" ..... (M nk and the negative
evidence will be represented as N = hin2 | n3LJ ..... L) nk. Each time the
user interacts in the specific domain seeking mofermation, the user’s short
term interest as a context ci, which is a pair @difive and negative evidence. In
order to represent the user\s long-term conteat, the user profile as a set of
contexts: pr = {c0, cl1, c2.....,cn}.Depending on usehavior, a specific context in
the user profile can be updated or a new contexbeaadded.

Hardian et al. (2006) stated that applazatautonomy can reduce
interactions with users, ease the use of the systaeoh decrease user distraction.

On the other hand, users may feel loss of contret their applications. A further



problem is that autonomous applications may noagdwbehave in the way desired
by the user. To mitigate these problems, autononsongext-aware systems must
provide mechanisms to strike a suitable balanced®st user control and software
autonomy. Hardian et al. (2006) presented a suo¥egsearch on balancing user
control and system autonomy in context-aware systéfhey addressed various
issues that are related to the control-autonondetf, including issues in context
modeling, programming models and tools, and uderface design.

Soules (2006) described that personal datgrowing at ever increasing
rates, fueled by a growing market for personal asimg solutions and dramatic
growth of available storage space on these pladfotdsers, no longer limited in
what they can store, are now faced with the proldémrganizing their data such
that they can find it again later. Unfortunately,data sets grow the complexity of
organizing these sets also grows. This problem dracen a sudden growth in
search tools aimed at the personal computing spiEsgned to assist users in
locating data within their disorganized file spalbespite the sudden growth in this
area, local file search tools are often inaccuréteese inaccuracies have been a
long-standing problem for file data, as evidencedhe downfall of attribute-based
naming systems that often relied on content armlysi provide meaningful
attributes to files for automated organization. WHile search tools have lagged
behind, search tools designed for the World WidebWave found wide-spread
acclaim. Interestingly, despite significant inces$n non-textual data on the web

(e.g., images, movies), web search tools contioueet effective. This is because
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the web contains key information that is curremthavailable within file systems:
context.

Continuous developments of mobile tedbgies and their use in
everyday life increase our need to be continuoashnected to others and to the
Internet, anywhere and at any time. However, in ifeplpervasive environments
user connectivity is mainly affected by wirelessatounications constraints and
user mobility. These boundary conditions do natvalus to design communication
environments based on unique and fully connectédarks or assume a stable path
between each pair of users wishing to communicB&mastro et al. (2010)
introduced opportunistic networking which has emdrgs a new communication
paradigm to cope with these problems. It exploiserumobility to establish
communications and content exchange between mdéuees in pervasive, mobile
computing environments. Content sharing (of eitinbormation available on the
Internet or user-generated resources) through,ek@ample, YouTube or Flickr
currently represents one of the most popular sesvithus, users are becoming the
principal actors of the network, particularly in bile environments. Efficient
development of this kind of service in opportumistietworks imposes mobility
support, requiring knowledge of user context andiadobehavior. Therefore,
information about the network’s users and their itsabinterests and social
interactions plays a fundamental role, allowing $lygstem to generate routes on the
fly to correctly deliver messages to the intendsgdpients.

The social- and context-aware conteatisly service that Delmastro et

al. (2010) designed and developed in the framewbtke European Commission’s
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Information Society Technologies/Future and Emaeggifiechnologies (FET)
Haggle project exploits a context definition desidrfor opportunistic networks.
The main idea is that each user who wants to jgaatie in the service can declare
information about the contents she wants to stemayell as a certain amount of
personal information that enables the system teoett@er social interactions and
mobility patterns.

Fritz (2011) introduced in his thedimt a software developer must
continuously search for the small portions of infation pertinent to his work
within the flood of project information. He addedoday's artifact-centered
development environments make finding the needddrnration tedious or
infeasible”. In his research, he introduced two eisdthe degree-of-knowledge
model and the information fragments model. These twodels showed that it is
possible to add developer-centric models to a dgweént environment and ease a
developer’'s access to the information relevant trkvat-hand addressing the

developer’s individual information needs.

2.3. Adaptive Neuro-Fuzzy Inference Systems (ANFIS)

Combining the ANN features and Fuzzy Logilesythe Hybrid ANFIS system
was presented and have been used frequently inlimpdand solving problems in
computer science and other related fields, pastdegpades have seen a resurgent
trend towards establishment of intelligent manufaoty systems which are capable
of using advanced knowledge-bases and intelliggackniques in aiding critical

operational procedures in manufacturing.



12

Khosravi and Lu (2006) developed a neethod to model occurred
faults in different parts of nonlinear systems. fgsian Adaptive NeuroFuzzy
Inference System (ANFIS) they built a model forlfiss plant which is used in the
procedure of fault modeling. The considered modelfault is again an ANFIS
system and its parameters are adjusted in an atdir@y using difference between
actual output and output of plant model. Simulatiesults on a nonlinear system
were shown in their work and they clearly demonsttathe capability of the
proposed method for fault modeling. Multiple inpu@isigle output models were
developed to predict radial expansion ratio, ueibsity, bulk compressibility and
spring index of the nanocomposite foams. An indigld ANFIS model was
developed by Lee et al. (2008) each mechanical gptppusing clay content,
temperature, pressure and torque as input parameter

Increasing demands on productivity andligy with the increase in
global competitiveness have necessitated develapofesound predictive models
and optimization strategies. Sivarao et al. (20@@pented the modeling technique
and prediction of surface roughness for Manganesg/tdenum pressure vessel
plate by Hybrid Intelligence, namely, adaptive mefuzzy inference system
(ANFIS).Back propagation optimization method hasrbemployed to optimize the
epoch number and training of data sets. To comffa@eaccuracy of the ANFIS
model, the errors were calculated through Root Meanare Error (RMSE) which
yielded 0.3 and below. On the other hand, the ptiedi accuracy by the finalized
ANFIS model had yielded up to 90% and above provhey prediction stability.

The uniqueness of this modeling technique is tladtnodeling, variable selection,
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model validation, prediction, etc. was done usingraphical user interface (GUI)
developed using Matlab. The non-traditional laseacihming, was used in the
modeling investigation as this machining procesgiires controlling of more than

seven critical parameters and to date, no resaartias used ANFIS to model this
exact phenomenon. The modeling technique has beeressfully developed to
predict the cut edge quality with excellent degoéeaccuracy and strongly belief
that ANFIS could be the best hybrid Al tool withetbapability of data training and
rule setting which has to be further explored wettitical consideration in producing
precise part of any material in the field of premis manufacturing. The RMSE
values were compared with various training varigttedevelop the best predictive
model yielding 0.3 and below. The model was theadut® predict the surface
roughness and the prediction accuracy obtained amse 90% proving the

optimizing technique and methods were accurateradyring excellent ANFIS

model.

With the rapid development of Interrtee number of online customers
is growing fast. This growth is supported by spnegaf Internet usage around the
globe. However, the question of security and twghin e-commerce has always
been in doubt. It was Nilashi et al. (2011)‘s stgghecifically gave an overview to
understand different factors about security andtthetween companies and their
consumers. In order to Three e-stores and theisie=bwere examined based on
the model proposed. Nilashi et al.’s study also tmeed that security and trust
work parallel and close to each other. If a consufeels that an online deal is

secured and they can trust the seller, it leadsdonfident e-commerce’s trade. The
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main focus of this study is to find out a suitablay to resolve security and trust
issues that make e-commerce an uncertain marke fsaall parties.

As a result of Nilashi et al.” worketicharacter of security is regarded as
the most important to building trust of B2C websit&he proposed model applied
Adaptive Neuro-Fuzzy model to get the desired tssdlwo questionnaires were
used in this study. The first questionnaire wasetigped for e-commerce experts,
and the second one was designed for the custorhemomercial websites. Also,
Expert Choice is used to determine the priorityaators in the first questionnaire,
and MATLAB and Excel are used for developing the#urules. Finally, the
Fuzzy logical kit was used to analyze the generetrs in the model.

Chaudhari et al. (2012) contributedctonpare the results of decision
making of maximizing profit in farm cultivation naly rice using ANFIS model
and Multi Objective Linear Programming Problem Iptimization method. Data is
uploaded and tasted for training. ANFIS rule basauto generated for determining
the better performance of the model. The performaoic the ANFIS model is
evaluated in terms of training performance andsdiaation accuracies and the
results confirmed that the proposed ANFIS modeluseful tool in decision
making.The farmer can take decision about the edipge to be made on various
heads in farm cultivation considering uncertaintipsto maximum extent and get
maximum yield in order to maximize the profit. Tmedel will help the farmer to
choose the appropriate quantity of input variabdesl make the necessary
arrangements of farm cultivation to decide the ¢jtiapurchase and expenses to be

made in advance.
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2.4. Valuing Knowledge
Considering Knowledge as main assets in compabiggnizations and even in
our life as indivisuals, it needs to be manageeoctiffely and this is done by
expressing it explicitly, many researchers hadltfiguring this idea out as listed
below.

Ongoing transition of United Nations Member Stat@&nowledge-based
economies is a watershed event in the evolutionthef global knowledge
economies. This transition marks a paradigmaticft sfriom energy-based
economies with traditional factors of productionimdormation based economies
based upon knowledge assets and intellectual tapisaenvisioned in the UN
Millennium Declaration, development of national liedge societies should
encompass social, cultural, and human developmesidés economic growth.
Accordingly, one objective of Malhotra et al. (2083study is to develop the
theoretical and pragmatic foundations for managénsrd measurement of
knowledge assets to facilitate this vision of hadisgrowth and development.
Based upon a review of theory, research, practiaed, national policies, they
critically analyzed and contrasted the most poputandels available for
measurement of national knowledge assets. Theiewewncludes knowledge
modeling and measurement frameworks and their egins by reputed
developmental organizations and national governsa€fttere are two other key
outcomes of the above review and analysis. Fodtuild the capacity of the public
sector for measuring and managing knowledge astetg, proposed, developed,

and defined specific frameworks, methodologies, e®dnd indicators with
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illustrative real world applications. Second, thepde specific recommendations
for necessary improvements needed in knowledgetsassmnagement and
measurement models and indicators. Prudent anctigéepolicy directives depend
upon pragmatic but theoretically and psychometsgioalid measurement for their
success. They recommended that the future develdpohiesuch models be based
upon better understanding of human capital andabaapital as well as their
synthesis with existing intellectual capital franmks and models. The findings
and recommendations of this study will provide ¢toenerstone for measuring and
managing national knowledge assets for United MatiMember States toward
holistic socio-economic development.

Carlucci et al. (2004)’s theoretical paper explotieel fundamental issue of
how knowledge management initiatives impact busimesformance. Reflecting
on the management literature in the fields of kmamlgek management and
performance management enabled the deduction of basic assumptions,
representing the links of a conceptual cause-afetteframework — the knowledge
value chain. Drawing on the resource-based viewthacdcompetence-based view
of the firm, the paper identified strategic, manadeand operational dimensions
of knowledge management. The review of performane@agement frameworks
discussed the role of knowledge management in thos#els. These reflections
allow linking knowledge management with core corepetes, strategic processes,

business performance, and finally, with value doeat
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Piller and Christian (2009) stated th#te fact that we ought to prefer what
is comparatively more likely to be good, | arguepesl contrary to
consequentialism, not rest on any evaluative fatttsis, in this sense, a
deontological requirement. As such it is the ba$isur valuing those things which
are in accordance with it. We value acting (andebelg) well, i.e. we value acting
(and believing) as we ought to act (and to beliele)his way, despite the fact that
our interest in justification depends on our ins¢iia truth, we value believing with
justification on non-instrumental grounds. A dedogical understanding of
justification, thus, solves th Value of KnowledgeBleni.To survive and flourish
in a changing and unpredictable world, organizatiand people must maintain
strategic power over necessary resources - oftdreiface of competition. .

Knowledge is constructed, used and evaluated vidiceyly-iterated
processes. Hall et al. (2011) introduced nine trased frames of reference based
in this Popperian autopoietic paradigm to expldre telationships between time
and a utility-based valuation of knowledge as itamstructed and applied. They
believe this framework and associated paradignibticaonsistent vocabulary

provide useful tools for analyzing organizationabwledge management needs.
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Chapter Three

Valuing Knowledge Management

3.1. Overview
The proposed framework is based on managing thevlkdge valuation via
different factors which in turn they affect gettinige desired value of the
available knowledge. In this chapter an overviewhete factors will be viewed.
In addition a view of how important knowledge mas@agnt is in firms and

business relations will be listed.

3.2. Valuing Knowledge
Current economic crisis is leading all the compswaad organizations to have
functional units that should do the managemennfirmation and knowledge
related activities as basic standards and the s&igpeorities in business
(Malhotra, 2003).

The aim of knowledge valuation ontology is allowitige users to
express factors relevant to valuing a particul@ceiof knowledge (O’Hara &
Shadbolt, 2001). Since an artificial neural netwail be used to allow the
system to adapt various inputs of the factors wdlillustrated below, figures
will be used and results from surveys and ques#was for each factor, in order

to express each effect in a digital data processtieyg in the proposed system.
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Following is a brief description of the various tias and their potential

impact on valuing knowledge.

3.2.1.Axioms
As per (O’Hara & Sadbolt,2001)’'s comment cited frdfax and Gruninger

,1999,p.111 that retrieval of information not ditgc stored in the data base
does not require wider search characteristic iblogies stored the means for
relatively straightforward deductions within therves, i.e. by using axioms.

There are five kinds of components used to spekifgwledge in
ontologies: concepts, relations, functions, axicamsl instances. Axioms are
model sentences that are always true. Their existen an ontologyis to
constrain its information, verify its correctness @educe new information
(Gruber, 1993).

Table 3.1 illustrates one of the developed methmglolwhich is an
ontology-supported literature search for is spedifin the Web Ontology
Language OWL DL (OWL Working Group,2009).Tools haween employed
for automated textual analysis to produce a selbctiment annotations, which
was then manually evaluated. Six distinct annotagiets $to S using different
annotation methods for 2,289 logical axioms.

The results of this methodology was that the desispace (means
keeping tracking of the dependencies between aji@aged about 75% of
reasoned calls and the appropriate choice of axideasls to a better

performance (Nikitina et al.,2011).
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Table 3. 1 Revision results for OWL DL Axiom
Ontology (Nikitina et al. 2011)

3.2.2.Network Effects
Network effects are characteristic of advanced rteldgy and information

based sectors of the economy. The more a pieceaflikdge is used, the more
valuable it is(O’Hara and Shadbolt,2001).

The added value in every incident of networking lie its contributions
to the knowledge of the participants and to theaeskment of its value to them
(Choucri, 2007).

(R&D) is one of a corporate activity, as a mutyddeneficial formal
relationship between two or more parties, i.e. wetwork activities for

increasing the stock of knowledge (Wikipedia, 2012)



21

Figure 3.1 shows the strong correlation betweermatand (R&D)

(Hall, 2004).

Figure 3. 1 (R&D) and Patenting Time Series Retetiop (Hall,2004)
Referring to WIPO (World Intellectual Property Iodtors, 2010) and as

shown in Figure 3.2 below, overviews the direct pmmional relationship
between patent applications across the world versass (1985 — 2008).

The overall percentage growth rate was positiveugin years excluding
some slowdown periods had been occurred due tgltial economic decline

in that time which was in 2008.
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Figure 3. 2 Trend in total patent applications asrthe world through years (1985 — 1998) (WIPO
indicators,2010)

3.2.3.Cumulativity
To understand and acquire a piece of knowledg&asgly influenced by other

pieces of knowledge that are related to it (O’Hamd Shadbolt, 2001).

Jeffrey et al. (2006) mentioned that the cumulathegture of the
knowledge is recognized as central to economic tiroWwsing the cumulative
nature of innovation development in the semiconoluatdustry, an analysis
was achieved indicating how much new innovativepots (patents) are based
on already existing technological knowledge. Takl2 shows the correlation
coefficient for each year which was calculated ia$t fby calculating the
intensity of each technological combination, andenthcorrelating the
combination vector of each year with the observetiof the previous year

(Dibiago and Nasiriyar 2008).
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Table 3. 2 Evolution of cumulativeness of technadab
advance (Dibiago & Nasiriyar,2008)

The ranges of the high or low effects of the clatnity factor which
will be figured out later in the next chapter welgpending on the number of
patents and patent growth in semiconductor teclgyolspace as shown in

Figure 3.3 for each year mentioned in Table 3.2.
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Figure 3. 3 The evolution of the patents and pagemth in
semiconductor technology space (Dibiago & Nasi#ag)

3.2.4.Sources of Knowledge
Sources of knowledge are the fourth factor affecthre valuation process of the

knowledge. Referring to intellectual capital Stetgadefinition mentioned in
(Malhotra, 2003): “the intellectual material — knowledge, informatjon
intellectual property, experience — that can betpuise create wealth”.
According to the intellectual capital, there arereth sources of
knowledge assets: External Capital, Human Capital &tructural Capital
(O’'Hara and Shadbolt, 2001). A questionnaire oletéiby a research team in
Amsterdam 1999 from four companies: InstitutionHdfher Education, High-
Tech Firm, Petroleum Exploration & Production Fiamd Energy Delivery, has
resulted in the shown below chart in Figure 3.4ifmlicating the usefulness of
each (Human, Structural and External (Customemjtakin each of the four

samples of companies(Miller et al.,1999).
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Figure 3. 4 The intellectual capital types effectfour sample firms (Miller et
al.,1999)

3.2.5.Context of Knowledge
Knowledge’'s context refers to circumstances or tvethat form the

environment within which something exists or talk@ace. Because of this
relation between knowledge and these circumstaticeg,have their effects on
improving and valuating knowledge (Young and Le®003).

By referring to a questionnaire had been adoptedhi® purposes of an
organization’s information management practicesprmation behavior and
values, and information uses. Table 3.2 shows tlestgpnnaire items for this

survey.
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Table 3. 3 The questionnaire items pertaining éostirvey (Detlor et al.,2006)

For the purposes of studying the effects of theexdrof knowledge on
knowledge valuation process, KME (Knowledge ManageimEnvironment)
items are the only to be focused on as listed ie table above
(KME1,KME2,KME3 and KME4),and analyzing their imgaafter observing
the values of convergent validities of the fourviwasly mentioned items with
both OIB (Organizational Information Behavior) aatB (Personal Information

Behavior) as viewed in Table 3.4 below.
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Table 3. 4 Matrix of loadings and cross-loadingshef survey’s items (Detlor et
al.,2006)

3.2.6.Six Challenges of Knowledge Management

Knowledge Management has the following challenges:

Knowledge acquisition
Knowledge modelling
Knowledge retrieval
Knowledge reuse
Knowledge publishing
Knowledge maintenance
(O’Hara and Shadbolt, 2001).

The effect of knowledge acquisition challenge v used in terms of
Knowledge Management effect on knowledge valuajwacess. A survey

achieving this purpose had been undertaken comgisfi930 Greek companies;
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this study identified and discussed the criticatcgss factors or enablers that
determine the KM effectiveness within organizatiowkich in turn influence
the total performance of the firm (Theriou et 2D]10).

Table 3.5 shows the construct validity and variagxteacted for each of
the factors listed to obtaining the survey's pugsomentioned above. In this
table the last item which is Knowledge Managemdigicéveness was adopted
for this thesis for valuing knowledge.

The calculation of the construct reliability of &aactor leads the
researcher to conclude whether or not the variteres of a construct as a set
are reliable, in the sense of producing similarstarct metrics every time is

used by different researchers for similar cont&tte(iou et al.,2010).



Table 3. 5 Construct reliability and variance egtied for
survey's items (Theriou et al.,2010)
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Chapter Four

Knowledge Acquisition Framework Design and

Implementation

4.1. Introduction
There are many factors expressed for the purpos&notledge valuation
ontology. As per (O’'Hara & Shadbolt, 2001), sixttas will be used to valuing
knowledge. These factors will be utilized an Ade@tNeural Fuzzy Inference
System (ANFIS) that covers the second and the thiiages of the proposed
framewrok.

The first stage will include context-aware retrievanformation
algorithm. All the above three stages will be usedsaluing knowledge.

In this chapter an illustration of the model stuwetis presented. It
contains a full description of all the input mendsep functions and the rules
for these inputs will be listed and more detailswtthow these rules have been

structured will be presented in the next chapter.
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4.2. Framework Architecture
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Table 4. 1 The main process of the proposed fraor& w

4.2.1.Inference Network

In this stage a context retrieval information aitjon will be used that integrates
the essential elements of user’s information cdnt€hkis algorithm has been
submitted in this stage other than presented methogrevious works due to
the need for equations and numbers to be statadycia this stage and then to
be fed later to the second stage, but other wode® \mechanisms and theories
without numbers to be used in this work efficiently this algorithm the user’'s
context is represented taking into account the'sis#ort-term and long-term
profiles, as well as relevant concepts from a pisteg ontology (Sieg et
al.,2005). In their framework, the user’s “context” captured via nodes in a
concept lattice induced from the original ontolagyd is updated incrementally
based on user's interactions with the concepts hi@ ontology. Their
experimental results showed that utilizing the usentext improves the
effectiveness of the search queries, especialthentypical case of Web users
who tend to use very short queries.A term-vect@ebarepresentation is used
for concepts. To generate a term-vector representathe content of all the
associated relations with the concept are comhbingtkld a single term-vector.
To convert the problem space from ordinary spaceotovex space will be
used here, in addition to generalize the normatepaA weighted term-vector
its symbol is nfor each concept i. Each concept contains a dalecof

relations R and a set of sub-concepts.$o compute i first we compute a

term-vector g for each element rR;. Then nis computed as the following:



33
n=1-") RN + sNs

where eachstis a term-vector for each sub-conceptSand 0 ~ 1.

Let n =fw’y, wh, ws... wh} and n ={w?, WP, Ws...w3} be two nodes in
the problem space .Then nIn2 if and only if 7 j wjl wj2, where wiji is the
weight of a term j in the term vector for ni.Theeogtions on these nodes are
summarized in the selection and deselection ofetmesies, depending on the
user query or on the stored profile for the userle@ion and deselction
operations are translated to vector operations m@nd max operation,
respectively as per the following:

min(n,nz) = {min(w', w2y),....min(w, wh)} and

max(a,np) = {min(w'y, WA),....max(Wh, wh)}

When” = 1 then the sub-concept will be the main confentthe
term vector nand wher* = 0 both relations and sub-concepts will be included
in each n Thus the user context is represented as a paleieats:
ci = {P,N},where P is a term-vector of positive égnce (min operation) : P =
min(nl,n2),and N is a term-vector of negative enae(max operation) : N =
max(nl,n2).The min and max operations could benee to more logical
operations intersection and union operations, sm@dy. Thus, the positive
evidence will be represented as P 5'hb2 1 n3(1 ..... M nk and the negative
evidence will be represented as N =ldh2l) n3LJ ..... L} nk. Each time the
user interacts in the specific domain seeking nioi@mation, the user’s short
term interest as a context ci, which is a pairagipive and negative evidence. In

order to represent the user\s long-term context,the user profile as a set of
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contexts: pr = {cO0, c1, c2.....,cn}.Depending on usehavior, a specific context
in the user profile can be updated or a new comaxtbe added.

Via this algorithm, solving the faced problems Hheeen transferred from the
Case Based Reasoning approach to Trace Based irepsmproach, which in
turn achieving one of the aims of this research.

As a conclusion of this stage, the user's contaXbormation

represented by user’s short term and long termilesofin addition to the past
pre-existing ontology, are fed as inputs for thetretage of the model which is

Task Analysis Module which is illustrated below.

4.2.2. Task Analysis Module

In this stage, there will be an implementation of ANFIS model (Artificial
Neural Fuzzy Inference System) via using linguisteziables represented by
member function (mf) indicating the degree anddtaus of each factor on the
process of valuing knowledge.

The six factors and their member functions aredists follows:

4.2.2.1. Membership Functions of Input factors

Axioms
The data set was adopted from an evaluation us&&im®©n ontology which is

specified in the Web Ontology Language OWL DL (OWNorking group).
This ontology comprises 2,289 logical axioms.

In order to figure out the effects of Axioms factor knowledge
valuation, two linguistic variables are createdmplement the impact of axioms

in valuing knowledge namely Axioms high impact (Kigand axioms low
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impact (Lowl).AHighl values range from 954 to 20978easoner calls and
ALowl values range from 1,438 to 212,041 reasordiscplease refer to Table
3.1. The Generalized Bell member functions for AHignd ALowl are shown

in Figure 4.2.

Figure 4. 2 The input membership function for
Axioms

Network Effects
Patents which is strongly related to (R&D) acrassg, please refer to Figure
3.1 are considered here as the inputs theme forsurieg the value of
knowledge and referring to (R&D) activities withia firm by network of
relations. The data set adopted from the Worldlledtial Property Indicators
2010, please see Figure 3.2.

The Network Effects factor has been converted mimbers, so two

linguistic variables are created to implement thgact of network effects
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namely network high effect (NHighE) and network losifect (NLowE).
NHighE values range from 1.6 to 11 and NLowE valteesge from 0.3 to 11
The Generalized Bell member functions for NHighkl & owE are shown in

Figure 4.3.

Figure 4. 3 The input membership function for
Network Effects

Cumulativity
In the semiconductor industry, an analytical studyealing the cumulative

nature of innovation development, explained how moew innovative outputs
(patents) are based on existing technological kedgé. The data set adopted
here from the correlation coefficients of cumulatiess, please refer to Table
3.2.This is the main contribution here by convertihe intangible cumulativity
effects into numbers.

Two linguistic variables are created to implemehe timpact of

cumulativity namely cumulativeness high effect (Gt) and cumulativeness
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low effect (CLowE). CHighE values range from 0.52880.9822 and CLowE
values range from 0.8716 to 0.9074, please seed-B)8. The Generalized Bell

member functions for CHighE and CLowE are showhRigure 4.4.

Figure 4. 4 The input membership function for
Cumulativity

Sources of Knowledge
According to the intellectual capital, there areethsources of knowledge assets:

External Capital, Human Capital and Structural @dpiThe data set used here
was from a questionnaire obtained by a research tedAmsterdam 1999 from
four companies (O’Hara and Shadbolt,2001). Thesas@mble sources have been
converted to numbers as illustrated below .

Two linguistic variables are created here to immabhthe impact of the
above three mentioned sources namely external atagffect (ECapitalE),
human capital effect (HCapitalE) and structural itzdpeffect (SCapitalE).

ECapitalE values range from 2.89 to 3.82 , HC#pitalues range from 3.55 to
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3.79 and SCapitalE values range from 2.62 to 3ld2sp refer to Figure 3.4.
The Generalized Bell member functions for ECapitglEHCapitalE and

SCapitalE a’re shown in Figure 4.5.

Figure 4. 5 The input membership function for
Sources of Knowledge

Context of Knowledge
The data set to illustrate the context of knowledffects, have been recorded

from a questionnaire had been done for many kimd&owledge Management
Environments statuses, please refer to Table B8set items affect both
Organizational Information Behaviors (OIB) and Paa Information
Behaviors (PIB).Accordingly, these data have besduo view the context of
knowledge effect practically by using numbers fos intangible factor.

Four linguistic variables are created to implememdwledge’s context
effect on the valuation process of knowledge narkabywledge management 1

(KM1),knowledge management 2 (KM2),knowledge managet 3 (KM3) and
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knowledge management 4 (KM4).KM1 values range ffat61 to 0.341,KM2
values range from 0.151 to 0.267,KM3 values ramgenf0.175 to 0.398 and
KM4 values range from 0.209 to 0.297,please refer Table 3.4. The
Generalized Bell member functions for KM1, KM2, KMBd KM4 are shown

in Figure 4.6.

Figure 4. 6 The input membership function for
Context of Knowledge

Six Challenges of Knowledge Management
The data set used here for measuring the knowletggagement’s effect on
knowledge valuation process was taken from an ecapiresearch of the Greek
medium and large firms (Theriou et al., 2010).

As per the previous five factors of knowledge véhrathe main
contribution is converting the intangible challeagg knowledge management

effects into numbers, two linguistic variables ameated to implement the
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impact of knowledge management namely construcidityal of knowledge

management (CVKM), and variance extracted of kndgde management
(VEKM). CVKM values range from 0.68 to 0.98 , VEKWalues range from
0.04 to 0.54,please refer to Table 3.5.The GereedIBell member functions

for CVKM and VEKM are shown in Figure 4.7.

Figure 4. 7 The input membership function for Six
Challenges of Knowledge Management



The following Table 4.1 summarizes the input vaealand their
corresponding fuzzy linguistic variables and ranges

Table 4. 1 Input factors and their Linguistic Véatiss and Ranges
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Input Factor Ling. Ling. Ling. Ling.
Var 1 Var 2 Var3 Var 4
Axioms AHighl ALowl
954 - 20,739 1,438 - 212,041
Netwrk NHighE NLowE
Effexts 16-11 0.3-11
CHighE CLowE
Cumulativity 0.5288 - 0.8716 — 0.9074
0.9822
Sources of ECapital E HCapitalE SCapitakE
Knowledge 2.89-3.82 3.55-3.79 2.62-3.12
Context of KM1 KM2 KM3 KM4
Knowledge 0.161 - 0.341 0.151 - 0.267 0.175-0.398 0.209 — 0.297
Six CVKM VEKM
Challenges of 0.68 - 0.98 0.04-0.54
Knowledge
Management

4.2.2.2. Rules and Output Membership Functions

The output from this model will be two differenttputs describing the status of

valuing the knowledge process, that will be eitpeod knowledge valuation or

poor knowledge valuation affected by the factostell in the previous section.

The relationship between the input and output g is done by

creating rules, the J48 classifier in WEKA is usedthis purpose. WEKA is a

machine learning software written in Java, contairt®llection of visualization

tools and algorithms for data analysis and preticthodeling, with an easy to

use graphical user interface. The rules obtainedisted below:

1. If (Sources of Knowledge is Low) then (Knowledgel\&ion) is

Low.

2. If (Sources of Knowledge is High) and (Six Challeagf Knowledge

Management is High) then (Knowledge Valuation) ighd

3. If (Sources of Knowledge is High) and (Six Challeagf Knowledge

Management is Low) then (Knowledge Valuation) igi
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4.2.3.Relevance Feedback

The last stage is the relevance feedback proces$ whs already been chosen
when using the ANFIS editor when we want to traim &S model. Via this

process, the training of the model will be enhaneed the error measure
accordingly will be adjusted for better measured Hrereafter there will be a

close measure for the desired output of the mogielgprocessed.
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Chapter Five

Experimental Study

5.1. Overview

In this chapter, an overview for the complete ndumzy models with 6 input
factors and 1 output valuation, be presented. Bsg¢hmodels, three input
membership functions will be used, namely genezdlibell (gbellmf), and

gaussian (gaussmf) and gaussian2(gauss2mf). Theelsnogill use two

variations of the Sugeno output, namely the comstemd the linear output

functions One training set will be used to test the models.

5.2. Neuro-fuzzy Models
The fuzzy model for all the input factors and thepait valuation is shown in
Figure 5.1. The models are built using MATLAB ANFggitor with the input

member functions of Gaussian Bell.
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Figure 5. 1 Fuzzy model of the 6 input mfs

MATLAB ANFIS editor supports only the Sugeno ty@nd the Fuzzy
Inference System (FIS) supports two types of oufpaittions, the constant, and
the linear function. The rule in Sugeno fuzzy mdued the form

If (input 1 = x) and (input 2 = y) then output z =ax +by +c.

For the constant Sugeno model, the output levelenstant ¢, where a
= b = 0. The output level bf each rule is weighted by firing strengthat the
rule.

Six distinct neuro-fuzzy models are used to denmatestthe correlation
and delectability of knowledge valuation using théactors presented earlier.

The classification of the models is given in Taldel. Each model is
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characterized by the type of the input/output mastip function and constant

or linear output type.

Table 5. 1 Model Specifications

Model Name Input member function Output member function
Generalized Bell Gbellmf Constant
Generalized Bell Gbellmf Linear

Gaussian Gaussmf Constant

Gaussian Gaussmf Linear

Gaussian2 Gauss2mf Constant
Gaussian2 Gauss2mf Linear

For each of the models shown in Table 5.1, the ;durzy structure
was built. The structure of the J48 rules basedmtirzzy model is shown in

Figure 5.2.

Figure 5. 2 The Structure of the j48 rules basedaituzzy model
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A patrticular architecture of neuro-fuzzy systemshiat of the Adaptive
Neuro Fuzzy Inference System (ANFIS) introduced(®king and Jang 1993).
Figure 5.3 shows the fuzzy inference system usé®NRIS and it is composed
of four functional blocks.

The knowledge base block contains database andbade. Database
defines the membership functions and rule baseistsraf fuzzy if-then rules. A
fuzzification interface which transforms the crigyputs into degrees of match
with linguistic values; a defuzzification interfasehich transforms the fuzzy
results of the inference into a crisp output. Tinez§ rules used in ANFIS are of
Takagi-Sugeno type. This type of fuzzy rule hagyugets involved only in the
premise part; the consequent part is described bynafuzzy equation of the

input variables.

Figure 5. 3 Fuzzy Inference System (Shing and 1888,

Each of the models is characterized by an input besship function
(Generalized Bell, Gaussian or Gaussian2) and gpubmembership function.

Initial parameters have to be chosen; for eachtinmmbership function.



47

For the above mentioned membership functions, #memglized bell

function depends on three parameters a, b, andjivers by
f(x,a,b,c)= 1/1+|x-c/&
For Gaussian membership function, the Ganssurve is given by
f(x) = exp{-0.5(x-¢ %}

where c is the mean andis the variance. The output values are selectea in
manner similar to the method described in the previchapter. The Gaussian2
MF block implements a membership function basecaaombination of two

Gaussians. The two Gaussian functions are given by

f() = exp{-0.5(x-6)% %}

5.3. Training
The purpose of the training is to adjust the mquebhmeters, particularly the
input membership function parameters, and the sparding output values.
The adjustment and tuning depend on the accuratyeofraining data, as will
be shown later.

Training needs two kinds of arrays, the first is thaining array and the
other one is the testing array. A training arrag tsvo dimensional array [¥m] ,

where (m) is the number of rows containing inpdtiega, and (n) is the number
of input factors plus one for the output column.pur model, n = 7 since there
are 6 distinct input variables and one output \deiaEach row of the array
contains some of the possible values for each iopwesponding to the first n-1
columns representing the 6 variables, and the daktmn holds the desired

output values. The testing array holds the datdnénsame way as the training
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array, but the data in this array is more accutlaée the data of the training
array.

The possible combinations for 6 inputs variabled a@noutput values.
Each input factor has on the average two linguighidables, thus making the
total combinations =% which equal to 64. The training array used isnshin
Table 5.2, where m = 64 and n=7.

Table 5. 2 Training Input Array
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The above listed data in the training input areagelected randomly, but
has been constructed according to the rules olutaiiae]48 classifier in WEKA.

The testing array will have more accurate data thidit be chosen
carefully far away from intersection points betweka values of the linguistic
variables for each factor. For example values fGajtalE will be adopted
which ranges from (2.89) to (3.82) without intetseg the value ranges for

HCapitalE for valuing knowledge by the factor sasof knowledge.
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5.4. Results
The membership functions in the ANFIS system hawtages. In the start the
membership functions are at their default shapéss.@iefault shape changes
when the ranges are assigned to them. After penfigrnthe training the
membership functions have a changed shape. Therrdéasthis change is that
when an ANFIS undergoes from training process itesuthe membership
functions according to the corresponding trainiatacand rules. So membership
functions of a trained ANFIS have a different shapeompared to an untrained
ANFIS.

Another important thing to remember is that thepgisaof only those
membership functions are changed which are inclideahy rules. Thus the
following will illustrate these changes of the mesrdghip functions due to

training process.

5.4.1.J48 Classification Results

Using Cross Validation (10 folds)
Here is the confusion matrix of J48 classifier. 66&ta was used for training and
40% for testing and the data is selected Randorehg lits show only the 40% of

the testing data.
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=== Confusion Matrix ===

ahb <-- glassified as
S5 4 | a = High
37 ] b = Low

Figure 5. 4 The confusion matrix using Cross Vdlaafrom WEKA
program(snapshot)

The confusion matrix shows that 12 instances wereectly classified
out of 19 and 7 instances were incorrectly clasgifin other words, here 5 High
values and 7 Low values are correctly classified 4rHigh values and 3 Low
values are incorrectly classified. 7 instances miss classify because the
classification is done by applying rules so thexemiay be an article which is
according to the rules in class High but in actud in class Zero. So according
to our system it is a miss classified article bseawur system done

classification according to the rules. The perfarogaof J48 classifier is 63 %.

Using Percentage Split

The classification was also done by uslrgggercentage split.

=== Confusion Matrix ===

a h <—— classified as=
High
Lot

Ly O
N
= o
noon

Figure 5. 5 The confusion matrix using Percentgga ffom
WEKA program (snapshot)
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The level of performance achieved by using pergensplit is a little higher
than the cross validation 66.6 % The results shibvas 4 instances were correctly
classified and 2 instances were wrongly classified.

J48 Classification Tree
The decision tree shown below is obtained by apglyine J48 classifier on the input
data. The inputs having the strong influence orréiselt are included in this tree. In
other word it could be said that these are thetsypihich influence the classification

results.
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Figure 5. 6 The Structure of the j48 classificatice

5.4.2.The impact of training array

As illustrated at the begging if this chapter, threembership functions namely
generalized bell (gbellmf), Gaussian (gaussmf)d gaussian2 (gauss2mf) will
be used. The models will use two variations of Sugeno output, namely the
constant and the linear output functions

Firstly, by using the Generalized Bell membershipctions with the
constant output, the results are shown in tabldds.ghe parameters a, b and ¢

before and after the training for Axioms.



Table 5. 3 Axioms Generalized Bell/Constant Model
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a b
)
= Before After Before After Before After
o
é Training Training Training Training Training Training
= 1.055e+005 1.06e+005 2.5 2.5 954 1510
o
T
<
E 1.055e+005 1.06e+005 2.5 2.5 2.12e+005 2.12e+005
o
—
<

Note that the a values increased for ALowl and AHligvhile b values

remain the same for the both AHighl and ALowl anohereased for AHighl .

Figure 5.7 shows the Axioms input membership fumdi after applying the

training, which is an adjustment for its membershipction before training as

seen in Figure 4.2.
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Figure 5. 7 Axioms Generalized Bell/Constant model
after training

The following three tables 5.4, 5.5 and 5.6 alsowslthe changes and
adjustments in the parameters values after applyaiging to the six factors,
but they are only for Network Effects and ContekKaowledge in addition to
Axioms shown above, as per the other remainingcBfa the values for the
parameter of their membership functions resultatiaut any change before and

after training.



Table 5. 4 Network Effects Generalized Bell/Constdndel
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a b

%ﬁ % Before After Before After Before After

(]
%‘ E Training Training Training Training Training Training
';';J 4.7 4.7 2.5 2.5 1.6 1.575
2
I
Z
Lg 4.7 4.7 2.5 2.5 11 10.98
o
|
zZ

Note that the ¢ values decreased for NHighE andvMH,ovhile a and b

values remain the same for the both NHighE and NEolkigure 5.8 shows the

Network Effects input membership functions afteplgmg the training, which

is an adjustment for its membership function befoaning as seen in Figure

4.3.




Table 5. 5 Context of Knowledge Generalized BelfiStant Model

Figure 5. 8 Network Effects Generalized Bell

/Constant model after training
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a b c

S % Before After Before After Before After
x =
Fé % Training Training Training Training Training Training
o c
@) X

0.04117 0.04117 2.5 25 0.151 0.1503
= —
'

0.04117 0.0412 2.5 25 0.2333 0.2307
= o«
X

0.04117 0.0412 2.5 25 0.3157 0.31
= ™
X

0.04117 0.04117 2.5 25 0.398 0.3967

q—

KM
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Note that the c values decreased for KM1, KM2, Kat@l KM4,and the
a values increased for both KM2 and KM3. Figure $h®ws the Context of
Knowledge Generalized Bell/Constant input membershinctions after

applying the training, which is an adjustment tsrmembership function before

Figure 5. 9 Context of Knowledge Generalized
Bell/Constant model after training

By using the Generalized Bell function with lineartput, the results are
shown in Table 5.6 for the parameters a, b andarédand after the training for
Context of Knowledge factor because the other factemained the same for

each parameter of the Generalized Bell function.



Table 5. 6 Context of Knowledge Generalized Befidar Model
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a b

S -g Before After Before After Before After
x -
% % Training Training Training Training Training Training
@] c
&) A4

0.04117 0.04117 2.5 2.5 0.151 0.151
= H
A4

0.04117 0.04117 2.5 2.5 0.2333 0.2333
= N
A4

0.04117 0.04117 2.5 2.5 0.3157 0.317
= o
¥

0.04117 0.0412 2.5 2.5 0.398 0.3987
= <
Y4

Note that the a values increased for KM4, and tkialaes increased for

KM3,and KM4. Figure 5.10 shows the Context of Knedde Generalized

Bell/Linear input membership functions after apptyihe training.




60

Figure 5. 10 Context of Knowledge Generalized
Bell/Linear model after training

Secondly, by using the Gaussian membership furstith either
constant or linear output, the parameterand C values remain without any
changes for any of the six factors affecting thevidedge valuation, sample of
the results are shown in Table (5-7) for the patamse and C before and after

the training for Context of Knowledge.



Table 5. 7 Context of Knowledge Gaussian/Constahtrear Model
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C

S o
— o Before After Before After
X 9
*GE) % Training Training Training Training
@] C
O X

0.03497 0.03497 0.151 0.151
= o
'

0.03497 0.03497 0.2333 0.2333
N
'

0.03497 0.03497 0.3157 0.3157
= o
X

0.03497 0.03497 0.398 0.398
=
< <

Figure 5.11 shows the Context of Knowledge GausSianstant/Linear
input membership functions before applying thenireg, followed by Figure
5.12 that shows the Context of Knowledge Gaussi@ams@nt/Linear parameters

after applying the training.



Figure 5. 11 Context of Knowledge
Gaussian/Constant/Linear model before training

Figure 5. 12 Context of Knowledge
Gaussian/Constant/Linear model after training

62
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Finally, by using the Gaussian2 membership funstionth either

constant or linear output, the parametersC1

,, C2 values remain without

any change for any of the six factors affecting khewledge valuation, sample

of the results are shown in Table 5.8 for the patans ;, C1 ,,C, before and

after the training for Context of Knowledge.

Table 5. 8 Context of Knowledge Gaussian2 Condtargar Model

1 Ci 2 Co

) o
et 8 Before After Before After Before After Before After
x =
*GEJ % Training Training Training Training Training Training Training Training
o (e
@) A4

0.01243 0.01243 0.1245 0.1245 0.01243 0.01243 6.177 0.1775
= o
Y4

0.01243 0.01243 0.2068 0.2068 0.01243 0.01243 8.259 0.2598
= o«
A4

0.01243 0.01243 0.2892 0.2892 0.01243 0.01243 Q.342 0.3422
= o
A4

0.01243 0.01243 0.3715 0.3715 0.01243 0.01243 04245 04245
E <

Figure 5.13 shows the Context of Knowledge Gaug&s@ontant/Linear

input membership functions before applying thenireg, followed by Figure

5.14 that shows the Context of Knowledge Gaussid&@ntant/Linear

parameters after applying the training.
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Figure 5. 13 Context of Knowledge
Gaussian2/Constant/Linear model before training

Figure 5. 14 Context of Knowledge
Gaussian2/Constant/Linear model after training

It is clear that some of the parameters of the neeriinctions had been
changed some stayed the same. Note that no changes that the initial

choice of the parameters is in line with realitytieé model. In other words, the
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established correlation between the input factord e output is consistent.
The adjustment of the parameters takes place whkeltleg initial choice of the

parameter is not proper.

5.4.3.Performance
In this section, the impact of training array or therformance of the models

will be measured. In particular, there is an obseown of the error rate of the
models under same numbers of epochs which is 866hep An epoch in the
ANFIS is one full cycle staring from the applicatiof input at layer 1 of the
model, until the firing weight of the rule is adjed. At the end of an epoch, the
error, which is defined as the difference betwessn desired output and the
computed output value, is measured. In this sectlom models are trained by
using testing array its inputs have been chosesfudgy.

Table 5.9 shows the different values of the avetageng errors for the

three used membership functions (generalized Gallisian, Gaussian2).
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Table 5. 9 Error values after testing the modelsémstant/Linear models

Model Name Number of The value of
Epoch Error
Generalized
Bell/Constant/Linear 800 0.46043
Gaussian/Constant/Linear 800 0.45846
Gaussian2/Constant /Linear 800 0.4641

It is clear from the table shown above that the besdel to choose is

Gaussian Constant or Linear for achieving the leastr value in order to obtain

the desired output within the framework.
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Chapter Six

Conclusion and Future Work

6.1. Conclusion

A Knowledge Acquisition framework for valuing knosdge using
MATLAB has been presented in this study, this framek consists of three
stages: the first stage has been deduced fromvaopsty existing algorithm
which has achieved the purpose of converting (CBR)TBR), the second
stage has been built by using a neuro-fuzzy mogd@NFIS editor (which is
a digital data processing in the computer systechreeeds figures to work
and have results) fed by 6 factors, each of thrgsagible factors have been
translated into numbers in terms of membership tfans by importing
numbers and results of questionnaires and dateeysirweflecting these
factors impact on the process of valuing knowledle fuzzy rules used in
this stage has been deducted by using a machimerigaoftware written in
Java called WEKA, then the models were trained #mel output parameters
representing knowledge valuation have been adjusgdg an array of
training data. The performance of the model is mesk in terms of error
value obtained between the expected outputs; thesstn function is the
most optimal in terms of trainability and producilogv error values, and the
choice of Sugeno either linear or constant outpuiction is convenient

accompanied to the Gaussian function in this prepoBamework. this
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framework has added to previous studies concerrsolying problem
methodologies, the importance of TBR adopted irfiitd stage, that means
how important including context of information imyaproblem domain in
order to solve the problem effectively, and aftesgessing the framework,
results show the context of knowledge as one oktkédactors affecting the
knowledge valuation process is the most importactor due to its high
changes were more noticeable than others. Thetsgualsented in this study

show that knowledge can be valued using a neuroyfomdel.

6.2. Future Work

The following points could be implemented in th&ufe in order to improve our
work:

1. Submitting other available membership function®\NFIS editor in
order to have other possible may be less erroteeobutput such as Psigmoid,
zmf, smf, dsigmf and others.

2. Working on the framework to obtaining accuratesults by
implementing an algorithm for adjusting the epofdrsany used model through

trying better training arrays for the frameworlearn accordingly.
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