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Abstract

According to the rapid expansion of networks over the past century, system protection
has become one of the most important issues in Computer Systems due to the
existence of gaps in most of the components of protection systems such as
FIREWALL systems. In the last past years, severad research were proposed,
developed and designed to set ideas based on severa techniques to design systems
intrusion detection to protect the system, analyze and expect the behaviors of users.
Misuse intrusion detection is the process that searches attack patterns in the source of
data to identify instances of network attacks by comparing current activity against the
estimated actions of an intruder. Thus intrusion detection systems (IDS) are used as
secondary computer systems protector to identify and avoid illegal activities or gaps.
The intrusion detection problem is considered as apattern recognition, and the
artificial neural network must be trained to distinguish between normal and unusual
patterns (DoS, Prob., R2L, U2R).

In this thesis, two hybrid neural models were developed; Enhanced Hopfield neural
network with K-means clustering agorithms(HNKMIDS) and Enhanced Hopfield
neural network with K-Nearest clustering algorithms (HNKNNIDS). The two models
consist of three phases:

Phase one: - In this phase, K-means clustering algorithms or K-nearest neighbor are
used (clustering phase).

Phase two: - Enhanced Hopfield artificial neura network is used in this phase
(Training Phase).

Phase three: Multi-class support vector machine is used in this phase (Testing Phase).
Our results have shown that the two models, HNKMIDS and HNKNNIDS, were able
to classify normal class and intrusion classes with good detection rate during less
time. In the two models, for evaluation, the KDD Cup’99 network used in misuse
intrusion detection data set.
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The result, from using the two models, demonstrates that the two proposed model
have detection rate as follows
- The first model HNKMIDS, has a Classification rate of about 99.38% with
Accuracy rate 99.39%.
- The second model HNKNNIDS, has a Classification rate of about 81.08%
with Accuracy rate 94.69%.
Thus, the two proposed models produce substantial improvements (FPR, FNR and
Accuracy Rate) over other agorithms.

Keywords: Intrusion Detection System, Misuse Intrusion Detection System,

Information Systems, Hopfield Neural Networks and Computer Security
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Chapter one

Introduction

1.1 Introduction.

Security has become more and more important in our life according to
development. During the past years, the concepts of security involved considering the
process of assessing computer system, network and file, scanning, analyzing system
information from various areas, observing and anayzing both user and system
activities to identify possible security violations which include both intrusions (attacks

from outsider) and misuse (attacks from inside the organization ).

A technology that is developed to assess the security of computer systems or network
is one of the most popular types of security management system for computers and
networks which is defined as intrusion detection system. So, the increasing numbers
of various attacks on major sites and networks construe ID systems are being
developed.

The preservation of security has become more difficult by time because the possible
technologies of attack are becoming more superior. At the same time, less technical
ability is required for the novice snoopier because the verified past methods are easily

accessed through the organization.

The main idea of protecting the information through the encrypted channel for data
and aso confirming the identity of the connected device through the firewall, which
will not accept any connection with a stranger, firewalls do not provide full protection
for the system (Rung-Ching , Kai-Fan and Chia-Fen ,2009).

So, it is needed to extend the network security capabilities by complementing with
other tools or intrusion detection system (IDS is not a replacement for either a good
antivirus program or firewall). In table 1.1, we present a comparison between IDS and

firewall protection.



Table 1.1 (Comparison between IDS and Firewall (Wikipedia: The Free
Encyclopedia, 2005)).

Observing for intrusion that begins within a system Look out for intrusion in order to stop them from

taking place
Evaluate a suspected intrusion once it hastakes place  limits the access between networks in order to
and signalsan darm prevent intrusion Does not signal an attack from
inside the network

(Kozushko, 2003) explained that Intrusion detection has grown to be the mainstream
of information assurance. While firewalls do provide some protection, they do not
provide full protection and still need to be developed and complimented by an
intrusion detection system. The purpose of intrusion detection is to help computer

systems deal and get ready for different types of attacks.

1.2 Problem Statement

The spread of the Internet and network everywhere raised the chance for using it as
an intermediary transfer of information between client users, which decrease transfer
information effort and expenses from one place to another compared to the conventional
transfer way.

There are many problems associated with IDS. In this thesis, the following problems
have been identified:-
1- How to protect information systems environment and keep it away from intruders
by using Hopfield neural network and its variant.
2- How to increase the ability of variant Hopfield neural network to detect a new
attack depending on clustering and classification methods.
3- How to estimate the performance of learning in the proposed model.

1.3 Objectives Of the Study

The aim of this research is to show the success of the proposed model in terms of
different accurate measurement of attack detection, Detection Rate (DR), low False
Alarm Rate (FAR), Precision Rate (PR), Recall Rate (RR) and to evaluate the results.



Thiswill be achieved through the following objectives:-
1- Classification of the misuse of information.
2- Feature extraction on data codification

3- Designing a model based on an Enhanced Hopfield Neural Network
model.

4- Application of the designed model in an appropriate environment data
with specific parameters and comparing the estimated results with the

others.

1.4 Significance of the Study.

This thesis develops and applies two types of IDS, Hopfield with K-means
(HNKMIDS) and Hopfield with K-Nearest Neighbor (HNKNNIDS), and then it
evaluates the performance of each model with the comparison between them.

1.5 Motivation

Searching for a model that secures the computer environment for trained
agents can be a very difficult and time consuming task. The goa of this thesisis
developing a system that can help workers detect misuse intrusion detection
system in the environment.

Searching in an environment for a particular system requires big efforts and
usually faces many problems. There are many intrusion detection systems that
are usualy used by individuals and organizations.

The main reason behind using misused methodology in this thesis is rare

researches that use misused methodology to detect intruders.

1.6 Limitation of the Study.

As for many studies, there are some different challenges viewed in the
intrusion detection systems. In this study, some limitations were faced. They can be

summarized as follows:
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1 Intrusion detection systems need a periodic update to the training set and
profiles.

2. Using a static training data might become outdated and deficient for
prediction.

3. The accuracy of classification for the data do not 100%.

1.7 Thesis Organization.

This thesis consists of six chapters organized as follows:

Chapter two: this chapter will focus on the related works in the field of intrusion
detection using either neural networks or machine learning agorithms. The chapter
also discusses the hybrid system models of supervised and unsupervised training

algorithms that have been designed by other researches.

Chapter three: reviews intrusion detection approaches, presents an overview of
intrusion detection system, gives an overview of attacks and learning methods, and
finally discusses the related work. The difference between Host Intrusion Detection
System architecture (HIDS) and Network Intrusion Detection System architecture
(NIDS) will be discussed.

Chapter four: Artificial Neural Networks are the main subject of the thesis work;
therefore, this chapter will discuss neural networks including the biological neural and

artificial neural network model, advantage and architecture.

Chapter five: outlined research methodology used by this thesis. It also presents the
proposed Enhanced model architecture and the software that is used for the evaluation
of our modd. It also describes the dataset used for experiments in this study,
experiments environment and procedures, It also presents the evaluation measures and

experimental results and finally gives a comparison with other studies’ results.

Chapter six: the two proposed systems are implemented and tested (using the k-
Nearest Neighbor with the enhanced Hopfield artificial neural network and using the
K-means with the enhanced Hopfield artificial neural network). The results of using
the two separated models are demonstrated in tables. Our results are a'so compared

with other research results. We present conclusions and future recommendations.
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Literature Review and Related Work



Literature Review and Related Work.

2.1 Introduction

In this chapter, we will review some of the related work in the areas of

intrusion detection and partialy true data makes them attractive to be applied in
intrusion detection.
Since there are many researchers from many different nationalities who have
concentrated on the field of intrusion detection, the notion of intrusion detection
was born in 1980 -with the publication of John Anderson (Anderson, 1980) - and
it has been an active topic till now. Here, we will introduce some of the previous
and the most recent researches in order to find the model that is more accurate and
has better results of detection intruder rate. Then, we will compare our results with
the previous researchers result. Figure 2.1 shows the evolution of Intrusion
Detection System (Paul, 2001).
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Figure 2.1 (Evolution of Intrusion Detection System (Paul, 2001).)

2.2 Intrusion Detection System

Intrusion detection has been the most popular topic as an effective
countermeasure for various attacks. IDS are usually built to identify unauthorized
behaviors of outside or inside intruders and to enforce the security policy of

computer systems.
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Scarfone and Mell (2007) in their paper, they presented Intrusion detection as a
process of monitoring the events that occur in a computer system or network and
analyzed them for signs of possible incidents, which are violations or imminent
threats of violation of computer security using acceptable policies, or standard
security practices.

Intrusion prevention is the process of performing intrusion detection and attempting to
stop detecting possible incidents. Intrusion detection and prevention systems (IDPS)
primarily focus on identifying possible incidents, logging information about them,
attempting to stop them, and reporting them to security administrators.

In addition, organizations use IDPSs for other purposes, such as identifying problems
with security policies, documenting existing threats, and deterring individuals from
violating security policies. IDPSs have become a necessary addition to the security
infrastructure of nearly every organization.

Kaxienko and Dorosz (2004) designed an overview of intrusion detection systems.
They considered a type of detectable attacks, which is not associated to IDS, and
different numeral terminology associated to IDS. (Kaxienko and Dorosz, 2004).
They also introduced a short review about architecture of IDS.

2.3 Clustering and classification method

Brifcani & lIssa (2011) presented a comparative study where three different
classifiers were used; Data Mining Association Rules (DMARS), Decision Trees
(DTs) and Artificial Neural Networks (ANNS). A Feed forward neural network was
trained using backpropagation algorithm, and the type of DT was the Interactive
Dichotomizer3 (ID3). Their experiments demonstrate that DMARS gave the worst
results in terms of classifications, and their neural network training time took about
23.5 days while ID3 took 2 minutes. ID3 classification rate was 92.2%, which was the
best result among the proposed methods. The main downstream of this method is the
training time for ID3 because 2 minutes training is considered large in comparison to
other systems, especially when using neural network properly; the training time is

measured in seconds even for alarge dataset.
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Nieves (2009) used data clustering for anomaly detection in network intrusion
detection system. The author used k-means algorithm to evaluate the performance of
an unsupervised learning method for anomaly detection using KDD Cup 1999
network dataset. In this paper, the author converted the three symbol columns feature
to binary format, and the continuous columns were normalized, so their maximum
was one. Therefore, the number of feature columns expanded to 80 features instead of
41. The results of the evaluation confirm a good detection rate about 89% for 5
clusters while maintaining false rate of about 4.8%. This method has the advantage of
using unsupervised method; therefore, the fal se positive rate was reasonably good, but
on the other hand the system detection rate was not very high in comparison to other
systems.

(Katos , 2007) spoted the light on statistical methodologies (cluster analysis,
discriminant analysis, and Logic analysis) by using the same intrusion detection data
for the examination. The research was based on a random sample of 1200
observations for 42 variables of the KDD-99 database, that contains ‘normal’ and
‘bad’ connections.

According to the Kappa statistics that make full use of all the information contained
in a confusion matrix, the results indicate that Logic analysis is a more effective

method than cluster or discriminant analysisin intrusion detection ; Logic analysis (K
= 0.629) has been ranked first, with second discriminant analysis (K = 0.583), and
third cluster analysis (K = 0.460).

Faraoun and Boukelif (2006) this paper presented a new technique to increase the
learning capabilities and, it also reduced the computation intensity of a competitive
learning multi-layered neural network using the K-means clustering algorithm. The
proposed model used multi-layered network architecture with a back propagation
learning mechanism.

The K-means agorithm was firstly applied to the training dataset to reduce the
amount of samplesto be presented to the neural network by automatically selecting an
optimal set of samples. The obtained results demonstrate that the proposed technique
performed exceptionally in terms of both accuracy and computation time when
applied to the KDD99 dataset compared to a standard learning schema that used the

full dataset. Table 2.1 summarizes the obtained performances results
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Table 2.1 (Performances Results for the K-means Based Neural Network Approach
(Faraoun and Boukelif , 2006))

Detection Rate 92%
False Alarm Rate 6.21%
Execution Run Time 28m 21s

2.4 IDS Based on Artficial Neural Network

ANNSs are based on the neural structure of the human brain, which processes information by
means of interaction between many neurons. In the last few years, there has been a constant
increase in interest of neural network modeling in different fields of scientific materials. The
basic unit in the ANNSs is the neuron. The neurons are connected to each other with weight
factor.

i T =N T
o i T L = A
L] - > - L4
e L ] L

Figure 2.2 (Layout of a Single-layer 9-neuron Hopfield Network)

Lippmann (1987) in his paper the definition of Hopfield ANN is caled Thermo
Dynamic Models. Figure 2.2 consists of a single layer feedback neura network; there
is no difference between input and output neurons. It is considered as the main integral
part of day to day activities. The main application of Hopfield ANN is the storage,
patterns recognition and classification problems with binary pattern vector
(Hopfield,1982) .

If the input values are continuous, it must discretise, which means analog quantities
must be converted to binary values. Artificial neural networks (ANNS) are networks
of highly interconnected neural computing elements that have the ability to respond to
input stimuli and to learn how to adapt to the environment.

2.5 IDS Based on Support Vector Machine
Rung-Ching , Kai-Fan and Chia-Fen (2009) the proposed IDS method which use
Support Vector Maching( SVM) and based system on a Rough Set Theory (RST)

decreases the space density of data effictively and reduces the number of features



11

from 41 to 29 that will be tested and manipulated to categorize the data (normal or
attack). The experiments results compared between different methods. The study
showed that RST and SVM schema can work together and improve the false positive

rate and accuracy.

2.6 1DS based on Hybrid Methods

Islim (2012) designed an intrusion detection system based on human immune system.
He presented a model for intrusion detection system that consisted of four
components depending on innate/adaptive human immune system approaches and
self/non-self theory of human immune system. He presented a model which was
divided into two subsystems; the first one was an attack response system which was
similar to innate human immune system, and the second was learning system which
was similar to adaptive immune system. The learning system was the core of the
model; it presented a hybrid approach of machine learning through hybridization
between k-Means clustering agorithm and Naive Bayes as a classifier. The goal was
to keep information systems environment safe against intrusions and attacks through
applying human immune system mechanism and properties to intrusion detection
system. Experimental results illustrated that our proposed model provided a higher
detection rate in both DoS attacks and U2R attacks, which gave the power to our
proposed hybrid model and increased the security of information systems, especially
in the critical environments.

Al-Rashdan (2011) proposed an intelligent model using Hybrid Artificial Neural
Networks, supervised and unsupervised learning capabilities to detect network
intrusions from the KDDCup'99 dataset. She designed three cooperative phases by
using an enhanced k-means clustering algorithm in Phase-1, a Hybrid Artificia
Neural Network (Hopfield and Kohonen-SOM with Conscience Function) in Phase-2
and a Multi-Class Support Vector Machines in Phase-3. The Hybrid Neural Network
Machine Learning Model achieved a detection rate of 92.5% and false positive rate of
3.5%. The main advantage of the proposed system was that the author used both
supervised and unsupervised methods, therefore, minimizing the false positive rate.
On the other hand, using both supervised and unsupervised should expect to have a
higher detection rate than 92.5%.
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Intrusion Detection System

3.1 Introduction

Due to the increasing number of researchers from many different nations who
have been concentrating on the field of intrusion detection, intrusion detection has
been the most active and widely spread in many fields. John Anderson, was the one
who shed light on the notion of intrusion detection in his paper which was published
in 1980 (Anderson, 1980), and it has been the most active topic till now.

(Mukherjee, Heberlein, and Levitt,1994) mentioned that intrusion detection can be
configured as the detection of outside illegal visitors “who are using a computer
system without authorization” and inside intruders “who have acceptable access to the

system but are abusing their privileges”.

3.2 Computer System Security

In this section we will give an overview of security types, such as the terms
information, computer and network security means and the way to avoid the intruders
(unauthorized) away from their goals such as get attention, gain some benefit or
harming someone (Mukherjee, Heberlein, and Levitt,1994) .

Day by day, the terms of information security and assurance become more interrelated
and share the common goals of protecting the confidentiality (or secrecy), integrity
and availability of information against threats.

Intrusion detection systems are usually built in the companies to identify unauthorized
behaviors of outside or inside intruders and to enforce the policy of computer systems
security. IDS’s main role in telecommunication networks is to enforce the overall
security of the network together with existing security measures such as firewalls and
antivirus scanners products.

IDS’s place in the telecommunication networks depends on what it is supposed to
monitor and protect. For example, IDS’s could be monitoring intrusions from either
inside or outside the core network.

(Bishop, 2005) Computer System Security can be defined as the operation of
protecting the main factors for any computer system security. Those factors are:

confidentiality, integrity, and availability.
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These three concepts are defined as follows:-

Confidentiality (or secrecy):- means that computer related assets such as
information is disclosed only according to policy; that is, only those who
should have access to something will actually get that access.

Integrity: - means that information is not destroyed or corrupted through
transferring and that the system performs correctly only by authorized parties
and an authorized way.

Availability: - means that system services are available when they are needed

and information is accessible to authorized parties at appropriate times.

3.2.1 Network Security

The collection of nodes and links perform network; that is, we can define the
computer network as a collection of computers interconnected with each other by
exchanging information by a single technology in order to secure the network and
prevent it from any unauthorized access from both inside and outside the network
(Tanenbaum, 2003). Network security is made up of the following:-

Authentic users.
A firewall accesses alow services and policies to the employee inside the
network.

A Network Intrusion Prevention System that monitors any illegal traffic.

3.2.2 Firewall

Firewall is a protective system which can be implemented in both hardware or
software or a combination of both (Kurose & Ross, 2010). It lies between computer
network and the internet in order to avoid illegal employ and right to use to the
network. Firewalls play an important role on any network as they provide a protective

barrier against most forms of attack coming from the outside world.

The job of a firewall is to carefully analyze entering data and exiting the network
based on predefined rules for the system which are matched against network traffic. If
the traffic is not in conflict with these rules, it is then alowed to pass through
normally. Everything that is against these rules is dropped and defined as type of
attack.
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3.3 Intrusion Detection Systems Methods

There are two common methodologies that have been used to prevent snooper
(attacker) from notifying the networks; intrusion and prevention (avoidance). IDS
systems vary in manner from one to another. The differences between these systems
are based on the kind of intrusion and how the system can be defined or the

organization from snooper (attacker).

Intrusion detection systems can be classified into either host-based, network-based or
a hybrid of the two according to the source of data they monitor, and on the area that
will be used to process IDS on it.There are two general types of intrusion detection

systems::

3.3.1 Host-based intrusion detection system (HIDS).

Host-based systems are resolved to prevent insiders misuse, but cannot
effectively prevent outsiders’ misuse. It mainly runs on client or a single
workstation or host to protect that one single object (host) (Pfleeger , 2003) .To
do so, the host-based IDS should monitor system calls, log files , and other

operations on the host in order to detect intrusions .

HIDE

Figure 3.1 (HIDS Scenario (Pfleeger , 2003))

In figure 3.1, it does not matter where the machines are. Even if they are away from
the network, they will still be protected at al times (Maga haes, 2003). The machines

which are colored with orange represent where The HIDS isinstalled.

3.3.2 A Network-based intrusion detection system (NIDS).
An IDS is resolved to prevent outsiders’ misuse as "a stand-alone device attached to
the network to monitor traffic throughout that network” (Pfleeger, 2003).
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This type of IDS generally hooks into the network by connecting to a network hub or

switching and typically does so at network borders.

NHIDS
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Figure 3.2 (NIDS Scenario (Pfleeger , 2003))

Figure 3.2 represents The NIDS scenario where the red device represents where the
NIDS has been installed (Magal haes, 2003).

3.3.3 Network —Based IDS versus Host-Based IDS

The difference between host-based and network-based intrusion
detection is that HIDS is concerned with what occurs on the hosts themselves
while NIDS deals with data transmitted from host to host. Today, a corporate
network continues to evolve to mobile/wireless environments where computers

are used outside the network.

It is essential to have NIDS in place to detect any malicious activity as a connection to
the network is being made. The most common question IT infrastructure groups ask
can be “what type of product is necessary for their environment” (Paul ,2001) .

A proper IDS implementation would be advantageous to fully integrate the network
intrusion detection system because it would filter alters and notifications. In addition,
it is also important to the host-based portion of the system, controlled from the same
central location (Rebecca ,2006).

3.4 Intrusion Detection Techniques

An intrusion detection methodology is conventionally classified into three

techniques which are represented in figure 3.3 (Bishop, 2005): -
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1- Anomay Detection Methodology "Anomaly detection looks for unexpected
behavior”.

2- Misuse Detection Methodology: "Misuse detection looks for sequences of
events known to indicate attacks'.

3- Specification Detection Methodology:" Specification-based detection looks

for actions outside the specifications of key programs”.

Methodologios
ol 105
Technologias

Mlisuse
Detection
Methodology |

Anomaly
Beiection
Methodology

Specification
Detection
Methodalogy

-

Figure 3.3 (Methodologies of IDS Technologies)

A multiple intrusion detection technique, can be used either individually or
incorporation to afford more broad and precise detection, and they will be discussed
separately, and a comparison between them will be made according to the advantages
and disadvantages of each one of them (Scarfone and Mell , 2007) . The primary
classes of detection methods are as follows:

3.4.1 Anomaly Detection Methodology: In 2005, Dorosz and Kazienko
defined anomaly detection as one of the methods of intrusion detection
as a warping behavior of the system; any conduct that ominously a
deviate from the routine pattern is considered intrusive (Dorosz and
Kazienko , 2005). Figure 3.4 presents the processes flow for typical
anomaly intrusion detection.
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Figure 3.4 (A Typical Anomaly Intrusion Detection System (Kurdi ,2011))
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Advantages:

possibility of detection of novel attacks as intrusions,
anomalies are recognized without getting inside their causes and characteristics,
less dependence of 1DSs on operating environment and

ability to detect abuse of user privileges.
Disadvantages

A substantial false alarm rate. System usage is not monitored during the profile
construction and training phases. Hence, all user activities skipped during these
phases will be illegitimate.

User behaviors can vary with time; thereby requiring a constant update of the
normal behavior profile database. This may imply the need to close the system
from time to time and may also be associated with greater false alarm rates.

The necessity of training the system for changing behavior makes a system
away from the anomaly detected during the training phase (false negative)
(Dorosz and Kazienko,2005).

3.4.2 Misuse Detection Methodology: (Dorosz and Kazienko,2005) defined
Misuse Detection as depending on searching and comparing for
ambiguous pattern or signature of system snoops, and any pattern that
corresponds with a known attack is considered as an intrusive. In figure
3.5, we present the processes flow for typical misuse intrusion

detection.
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Figure 3.5 (A Typical Misuse Intrusion Detection System (Kurdi,2011))
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Advantages :

Very low false alarm rate.

Simple agorithms.

Easy creation of attack signature databases.
Easy implementation.

Typicaly minimal system resource usage.

Disadvantages:

Difficulties in updating information on new types of attacks.

Inherently unable to detect unknown novel attacks.

Maintenance of an IDS is necessarily connected with analyzing and patching of
security holes which is a time-consuming process.

Attack knowledge is operating environment-dependant, so misbehavior
signature-based intrusion detection systems must be configured in strict
compliance with the operating system.

Difficulty handling internal attacks.

3.4.3 Specification Detection Methodology ( Stateful Protocol Analysis):

One of the methods of intrusion detection which occurrs when the system is
unable to take an action or when the system has entered unable state is considered
intrusive. In addition, the Specification Detection Method is comparatively new in its
devel opment and use (Bishop, 2005).

Advantages:

Formal stating of what should happen; i.e., intrusions using unknown attacks
will be detected.

Disadvantages:

Relatively new model.

Effort to identify programs that could cause a security threat.
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3.5 IDS Attack Types Overview.

This part is an overview of the different types of attack which can be classified into
four groups, and also introduces several names of attack that belongs to each one of
them. (Das, 2000).

3.5.1 Denial of Service (DOS).
This type of attack can start from a single host and trying to block access. The
authorized access (user) to services offered by a single host or network can be done by
overloading services or by crashing a single host or network and denying users access
to amachine.
The following attacks are examples of Denial of Service attacks:
\Back", \Land", \SYN Flood" (Neptune),\Ping of Death™ (POD), and \Smurf" \mail
bomb" \UDP storm", etc.

3.5.2 Remote to User (R2U). :
Attacks of this group, Remote to User, aim at achieving access to a users’ account
from another host or network ;a user sends packets to a machine —does not have an
access on it- over the internet in order to expose the machines vulnerabilities and
impose benefit which alocal user would have on the computer.
The following attacks are examples of Remote to User:
\Xnsnoop" \Dictionary", \Ftpwrite", \Guest" \Xlock" \Imap" and \Phf", etc.

3.5.3 User to Root (U2R):
Having normal user privileges, User to Root, aim at obtaining root accesses (System
administrator privileges). Intruders firstly try to get normal user privileges before they
try to exploit different security flawsin order to gain root access.
The following attacks are examples of User to Root attacks:
\Xterm" \Eject", \Ffb", \Loadmodule" and \Perl".

3.5.4 Probing:
To gain valuable information about a host or network, the target is scanned in order
to determine weaknesses. This information is used to find security flaws and services
which are running on the target.
Probing is not considered as an attack, but most sophisticated attacks use scanning as

afirst step.
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The following attacks are examples of \Probing/Scanning”: \Nmap", \Satan",
\Saint" \Mscan", \Ipsweep" and \Portsweep". The first three tools \Nmap", \Satan" and
\Saint" are sophisticated security scanners, able to scan the target for security flaws.
These tools are also used by system administrators. \Ipsweep" and \Portsweep" are

simpler variants.
3.6 Comparison between IDS and firewalls

Although they both relate to network security, IDS differs from a firewall in that a
firewal looks outside for intrusions in order to prevent them from occurring.
Firewalls limit access between networks to avoid intrusion and do not signal an attack
from inside the network. Once suspected intrusion has taken place, IDS evaluates and
signals an alarm. IDS also watch for attacks that originate from within a system. This
is traditionally achieved by examining network communications, identifying
heuristics and patterns (often known as signatures) of common computer attacks, and
taking action to aert operators.

3.7 Clustering

Clustering is a process of handling a combination of similar data into clusters so that
data within a cluster; a specific related type; which has a high match in comparison to
one another, and the dissimilar data in other clusters. Clustering involves dividing a
set of objectsinto a specified number of clusters. The incentive behind clustering a set
of data is to find inherent structure in data and to expose this structure as a set of

groups. Two main types of clustering algorithms (Elkan , 2011):-

Hierarchical algorithms. Create a hierarchica decomposition of the set of
objects using some criterion. This requires a measure of similarity between
groups of data points. The main idea behind hierarchical clustering isto build a
binary tree of the data that successively merges similar groups of points.
Visualizing this tree provides a useful summary of the data.
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Partitioning (Nonhierarchical) algorithms: Construct various partitions and
then evaluate them by some criterion. The K-means algorithm is an example of

the partitioning based, nonhierarchical clustering methods.

Partitioning a gorithms require the number of clusters k, an initial assignment of data
to clusters and a distance measure between data. Partitioning algorithms relocate
instances by moving them from one cluster to another, starting from an initial
partitioning.

In this thesis, we will use the partitioning clustering agorithms (K-means and k-
Nearest Neighbor clustering), hence it can estimate the number of clusters (K), where

K represents the number of attack types; initial classes or subclasses of attack.
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Artificial Neural Networks

4.1 Historical Overview of Artificial Neural Network
(McCulloch and Pitts ,1943) represented in their paper the valuable idea about

research and study in Al field as an important field in the age of information. The
history of the neural network field is often considered to have begun with their paper.
In 1949, Donald Hebb wrote a book entitled “The Organization of behavior” (Hebb ,
1949) where he described a learning paradigm that now bears his name, with alot of
different applications which include Expert System, ES, and artificia neura
technol ogy.

Thereis agreat development in the field of Al software which is used to simulate the
human reasoning. However, the method used in processing Al is sequential with the
use of knowledge representation and questions. In neural computing, we use paralel
processing, and such technology offers a great speed and can store a large amount of
information.

In 1987, the first bigger conference specialized on neura networks in modern times,
the IEEE International Conference on Neural Networks with 1700 participants, was
held in San Diego, and the International Neural Network Society (INNS) has been
established.

One year later the INNS began to publish its journal Neural Networks, followed by
Neural Computation (1989), IEEE Transactions on Neural Networks (1990) and
many others. Beginning in 1987, many prestigious universities founded new research
institutes and educational programs in neurocomputing. This form represents a new
class of computers, optimized for running neural networks. Here, the information-
processing mechanisms are designed for implementing the systems of differential
equations associated with neura networks (Marilyn and Illingworth, 1991) .

This trend has continued up to the present since there are dozens of specialized
conferences, journals and projects based on neural networks. It turns out that a wide
range of research and investment in neurocomputing may not correspond to the
quality of achieved results. It is hoped that in the near future the vitality of neura

network field will be proven.
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4.2 What Is a Neural Network?

There are many definitions of neural networks. The simplest one is a
technology for processing information, and it simulates the human brain modeling and
nervous system which works quite differently than conventional computing. An
artificial neural network consists of a large number (approximately 10**) of a highly
interconnected collection of processing elements (approximately 10* connections per
element) called neurons that are transforming a set of inputs to a set of desired
outputs.

The result of the transformation is determined by two main components the
characteristics of the elements and the weights associated with the interconnections
among them. The network is able to adapt to the desired outputs by modifying the
connections between the nodes (K evin, Rhonda, and Jonathan ,1990).

Neura networks have proven themselves as proficient classifiers and are particularly
well suited for addressing non-linear problems. It conduct an analysis of the
information and introduces a probability estimation matches between the data and
characteristics which it has been trained to recognize. While the probability of a
match determined by a neural network can be 100%, the accuracy of its decisions
relies totally on the experience the system gains in analyzing examples of the stated
problem.

The neural networks achieve the experience initially by training the system to
correctly identify pre-selected examples of the problem. The response of the neural
network is reviewed and the configuration of the system is refined until the neural
network’s analysis of the training data reaches an agreeable level. In addition to the
initial training period, the neural networks also achieve experience over time as they
conduct analyses on data related to the problem  ( Dan, 1993).

4.2.1 Biological Neural Networks

In 1943, McCulloc and Pitts introduced a set of simplified neurons after which
artificial neural network was born. These neurons were represented as models of
biological networks into conceptual components for circuits that could perform
computational tasks. The basic model of the artificia neuron is founded upon the

functionality of the biological neuron.
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Figure 4.1 (a Biological Neuron and Neuron Network)

The above figure, 4.1, represents a portion of a network which consists of two
interconnected cells that have the three principal components of a typical biological

neural; these are:
1. Thecell body (soma) itself includes a nucleus (the heart of the cell).

2. Dendrites, which look like a tree structure that provides input and carry

signalsinto the cell body.

3. The axon sends output signals away from cell body to other neurons.

These axon terminals merge with the dendrites of the next cell to form Biological
neural network. A synapse is the point of contact between an axon of one cell and a
dendrite of other cells. A synapse is able to increase or decrease the strength of the
connection from neuron to neuron and cause excitation or inhibition of a subsequence
neuron. Signals can be transmitted unchanged, or they can be altered by synapses
where information is stored. The information processing abilities of biological neural
systems must follow from highly parallel processes operating on representations that
are distributed over many neurons. One motivation for ANN is to capture this kind of
highly paralel computation based on distributed representations as shown
in figure 4.2.

Figure 4.2 (a biological neuron and its model (McCulloch and Pitts, 1943))
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4.2.2 Artificial Neural Network Component

The purpose of the artificial neural networks isto simulate only the most basic
component of this complicated, versatile, and powerful organism. They do it in a
primitive way. But, for the software engineer’s aim who is trying to solve problems,
neural computing was never about replicating human brains. It is about machines and
anew way to solve problems (Reingold and Nightingale, 1999).

Since there are different types of ANN, the component of all ANN is the same

component Processing unit, Combination function and transferring unit.
4.2.2.1 Processing unit
Each unit performs arelatively simple two jobs:

The first task is to receive input from neighbors or external sources and use
this to compute an output signal which is propagated to propagate units.

The second task is the adjustment of the weight. The system is inherently
paralel in the sense that many units can carry out their computations at the
same time (kukielka and kotulski,2008). The architecture of this ANN consists

of threetypes of layers:

1. Input Layer; the responsibility of this layer is receiving data from outside
the ANN.

2. Hidden Layer; signas from the input and output remain within the neural

network in thislayer.

3. Output Layer; sending data out of the neural network is the main

function of this layer.
During operation, units can be updated either
-Synchronoudly: all units update their activation simultaneously

- Asynchronously: each unit has probability of updating its activation at
atimet, and usually only one unit will be able to do this at a time
(Muthukkuumarasamy and Birkely,2004).



28

4.2.2.2 Combination function

Each non-input unit in an ANN combines values that are fed into it via
synaptic connections from other units, producing a single value called net input. The
function that combines these values is called Combination function, which is defined
by a certain propagation rule. In most neural networks, we assume that each unit
provides an additive contribution to the input of the unit with which it is connected.
The total input to unit j is simply the weighted sum of the separate outputs from the
connected units plus the threshold or biasterm ©j.

4.2.2.3 Activation function

Unitsin ANN have arule for transforming their input value to an output value
that will be transmitted to other units or for presenting to the environment the end
result of computation. This rule is known as an Activation function, and the output
value is referred to as the activation for the unit. In figure 4.3 a diagram of a neuron’s
operation, the activation may be: areal number, that is restricted to some interval such
as [0,1] , or a discrete number such as {0,1} or {+1,-1}. The value passed to the
activation function is the net combined input to aunit (Naoum, 2011).
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Figure 4.3 (artificial neuron’s schema (Naoum, 2011))

(Naoum, 2011) mentioned that, as shown in figure 4.3, various inputs to the network
are represented by the mathematical symbol, x,. Each of these inputs is multiplied by
a connection weight. These weights are represented by w,. In the simplest case, these
products are simply summed, fed through a transfer function to generate a result, and

then neural output is provided.
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(Reingold and Nightingale, 1999) considered that a neuron may sum its inputs, or
average them, or something entirely more complicated. Each of these behaviors can
be represented mathematically, and that representation is called the transfer function.
Here, the most commonly activation functions are used and a brief overview of each

oneisgiven:

Identity function: it assigns every real number X to the same rea number X;
the activation (signal sent on to other units) is the same as the net input is

described by the following equation:
fX)=X . 4.1

Binary step ‘threshold” transfer function is a function which is like that
used by the origina perceptron. A binary threshold function will limit the

activation to 1 or 0 depending on some threshold ©. The output is a certain

valueOor 1.
| x>
I{I}Z x —lex<c] | mreeeseeseses a2
-] x-<—1

Sigmoid (logical) activation function: is a commonly used function. The
output from a sigmoid function fals in a continuous range from 0 to 1 but not

linearly as the input change figure 4.4.

1
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Where a: isarea number

Figure 4.4 (Sigmoid Functions)
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Hyperbolic Tangent Sigmoid Transfer Function (MathWorks,2012)
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Figure 4.5 (Hyperbolic Tangent Sigmoid (Willamette University, n.d.))

In 2011, Naoum mentioned that the output of this function changes continuously non-
linearly as the input changes. The sigmoid function is bounded and differentiable real
function and has positive derivative, and it has lower limit bound (O or -1) and upper
limit bound (+1) ,as shown in figure 4.5 above (Naoum, 2011).

4.3 Artificial Neural Network types

There are several types of neural network. Every month, new type or at least new
modifications of old types are generated so that nobody knows exactly how many

typesthere are. ANN can be classified according to:
1. Topology

a. Feed Forward: in this type of ANN, a quickly response to an input is
usually produced. The connection between units does not form cycles or
loops. Training is usualy easy i.e. the output of any layer does not affect
that same layer.

b. Feed Back or Recurrent: there are cycles (loops) connections between

units. An input is presented each time. The ANN must iterate for a
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potentially long time before it produces a response. Training is usually

difficult. We will consider this topology type.
2. kind of datathey accept

a. Categorical Variable: may take symbolic values such as colors, shapes,
etc....a finite number of possible values, and there are usually more cases
falling into each category. It must be encoded into numeric format before

passing through the network.

b. Quantitative Variable: it represents numerical measurements of some
attribute, such as weight, which reflects analogous relations among our
object attribute. We will consider thistype.

3. Learning agorithm

a. Supervised: the correct result that includes target values and desired output
are known to the ANN during training so that it can adjust its weight to try
much output to the target values. After training, the ANN is tested by
giving it input values and check how close the output to the correct target

values. Supervised methods fall into two sub-varieties:
Auto-associative: the input and the target are the same.
Hetero-associative :the input and the target are different.

b. Unsupervised: the ANN is not provided with the correct results during
training. It usually performs some kind of data compression such as
clustering.

4.4 The Learning Algorithms in Neural Network

An important property of ANN is their ability to learn from input data with or
without a teacher. Learning is a process by which the free parameters of ANN are
adapted through a process of simulation by the environment in which the network is
embedded (Gupta, 2006).
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The type of learning in ANN is determined by the manner in which the parameter-
changes following the way learning is performed; we can distinguish two major
categories of ANN (Naoum ,2011):

1. Fixed Networks: in which the weights cannot be changed that is % =0,

where w is the weight vector. In such a network, w is fixed from the beginning
and according to the problem we want to solve.

2. Adaptive Network: in which the weight can be changed; dw / dt # 0. The type of
learning is determined by the manner in which the parameter changes take place
(Bridges and Vaughn ,2000).

Naoum (2011) declared the rules that can be used in the learning processes of ANN

and classified them into five numbers of basic rules. These rules are:
1. Error — Correction learning rule (Delta Rule)

The goal is to minimize the cost to correct the errors. This leads to the delta rule,
which is stated as the adjustment made to a synaptic weight of a neuron. It is
proportional to the product of the error signal and the input signal of the synapse in

question, as shown in figure 4.6.
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Figure 4.6 (Delta Rule (Learning Process))
2. Hebbian Learning rule

This is the oldest and most famous of all learning rules. Hebbian learning rule
comes from Hebb’s postulation that if two neurons were very active at the same
time, which is illustrated by the high values of both its output and one of its
inputs, the strength of the connection between the two neurons will grow or

increase.
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3. Boltzmann Learning rule
The neurons consist of a recurrent structure, and they operate in a binary manner. The
machine is characterized by an energy function E. Machine operates by choosing a

neuron at random then flipping the states of neuron k from xy state to -xx a some

temperature with probability F{ %z = —x.]

4. Competitive learning rule:
Naoum (2011) declared the Competitive learning rule as a process in which output
layer neurons compete among themselves to acquire the ability to fire in response to
give input patterns. A winner-take-all CLN (Competitive Learning Network) consists

of aninput layer and a competition, or output layer (e.g. kohonen network).

5. Memory-based learning rule:
All algorithms in this category involve two essential ingredients:
Criterion used for defining the local neighborhood of the test vector x.
Learning rule applied to the training examples in the local
neighborhood of the vector x.
All learning methods used for adaptive neural networks can be classified into two
major categories, and they will be discussed in the following subsections:
4.4.1 Supervised Learning.

Itisalso called classifier because it aims at building a predictive model
(classifier) to classify the incoming patterns. This classifier should be trained with
|abeled patterns, so it can be able to classify the new unlabeled pattern | ater
(MacQueen, 1967).

Naoum (2011) mentioned about this type of learning that an externa teacher is
required so that each output unit istold what its desired response to input signals must
be. During the learning process, global information may be required. Paradigms of
supervised learning include Error—correction learning or reinforcement learning and
stochastic learning.

An important issue concerning supervised learning is the problem of error
convergence, which is minimization of error E, which is defined as the norm of the
difference between the desired responses and computed (actual response of the

network) unit values.



34

E= 12 =¥l m——s0,m=12
Where Z: desired task (model)
Y : computed model from ANN
Our task isto determine a proper set of weights which minimizesthe error E .
In supervised learning process, the adjustment of weights is done under the
supervision of the teacher; that is, precise information about the desired or correct
network output is available from a teacher when given a specific input pattern. In our

thesis, we made use of the supervised learning, as shown in figure 4.7.
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Figure 4.7 (Supervised Learning Rule Diagram (MacQueen, 1967))

4.4.2 Unsupervised Learning.

It is adso called data clustering; because it is the separation of a set of objects
into groups; each group consists of similar objects that are not similar to objects in
other groups (Dunham, 2003). K-means is one of the best simplest clustering
techniques to partition (n) instances into (k) clusters in which each instance belongs to

the cluster with the nearest mean (MacQueen, 1967).

Naoum (2011) identified that it’s also called self-organization learning, where the
network is not given any external indication as to what correct response should be nor
whether the generated responses are right or wrong. It is based upon only local
information. It is simply exposed to the various input-output pairs, and it is learn by
the environment; that is by detecting regularities in the structure of input patterns, as

shown in figure 4.8.

1.5
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Figure 4.8 (Unsupervised Learning Rule Diagram (MacQueen, 1967))

4.4.3 Reinforcement learning:

It is somewhere between supervised learning and unsupervised learning. In
this type of learning, a random search component is necessary since there is no
information on what the right output should be, the system receives a feedback that
tells the system whether its output response is right or wrong, but no information on
what the right output should be is provided. The system must employ some random
search strategy so that the space of plausible and rational choices is searched until a
correct answer is found.

4.4.4 Semi-Supervised Learning :

It is a combination of supervised and unsupervised learning approach. This
approach uses unsupervised learning technique to learn the structure of data, making it
easier to identify the most interesting examples in training set. This enables a
supervised learning technique to gain better performance with fewer labeled

examples.

4.45 Hybrid Learning:
It isacombination of supervised learning, unsupervised learning,

reinforcement learning and Semi—Supervised Learning.
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An Enhanced Hopfield Neural Network

5.1 INTRODUCTION

Methodology used in this thesis is based on enhancement of Hopfield neural
network with K-means or k-nearest neighbor for Misused IDS (MIDS), using
MATLAB tools. The proposed Hybrid system consists of three phases to accomplish
the research goal; each phase supplies the next one with a proper input to produce an
efficient IDS model and feeds the other phase with the needed data in an appropriate
format.

The data set which will be used in this experiment for training and testing is the data
that originates from MIT’s Lincoln lab the Knowledge —Discovery and Data mining,
KDD cup 99 (Liu ,Florez and bridges ,2002).

5.2 The Enhanced Hopfield Neural Network Architecture

The Proposed Model Architecture consists of three phases, figure 5.1. Each phase
sequentially co-operates and feeds the next phase with the needed data in an efficient
format.
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Figure 5.1 ( The Main Processes of the Proposed Model)
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5.2.1 PHASE 1:-

It is considered as the starting point for our project which is split into four

co-operated units as we show in figure 5.2.

1- Environment Unit; that begins with capturing the data.

2- Data codification unit (Data Pre-processing Unit).

3- Feature Clustering Unit and

4- Clustering and Selection Unit.
The data starts flowing through this phase. In the next few pages we will consider the
specific job in detail for each unit.
The first unit /Environment unit/ is considered the first unit which contains the
collected data record from KDD CUP’99. It is the most widely used data set for the
misused detection algorithms. It will be divided into two subsets, training subset and
testing subset, and it’s record categories labeled as normal or fall into one of four
main categories of the attacks were simulated (Lee and Sheu ,1991):

DoS (Denial of Service) — An attacker triesto prevent legitimate users from
using aservice, e.g. TCP SYN Food, Smurf, etc.

Probe — An attacker tries to collect information about the target host. For
example: scanning victimsin order to get knowledge of available services,
operating system version etc.

U2R (User to Root) — An attacker has alocal account on the victim host and
triesto gain root privileges.

R2L (Remote to Local) — An attacker does not have a local account on a

victim host and tries to obtain it.
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Figure 5.2 (Phase 1: Environment, codification, extraction, clustering and selection)

There are 41 features and each feature is considered in columns and its type is either
symbolic or continuous. Each column and its type are represented in the following

table, 5.1.
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Table 5.1 (KDD Cup ’99 Feature Columns Name and Type(KDD’99,1999))

Feature Name Feature Feature Name Feature
Type Type

Duration Continuous. 22 is guest_login Discrete.
protocol_type Symbolic 23 count Continuous
Service Symbolic 24 srv_count Continuous
Flag Symbolic 25 serror_rate Continuous
src_bytes Continuous = 26 Srv_serror_rate Continuous
dst_bytes Continuous | 27 rerror_rate Continuous
Land Discrete 28 SIv_rerror_rate Continuous
wrong_fragment Continuous | 29 same _srv_rate Continuous
Urgent Continuous = 30 diff_srv_rate Continuous
Hot Continuous | 31 srv_diff_host_rate Continuous
num_failed logins Continuous | 32 dst_host_count Continuous
logged in Discrete 33 dst_host_srv_count Continuous
num_compromised Continuous 34 dst_host same srv_rate Continuous
root_shell Continuous. | 35 dst_host_diff srv_rate Continuous
su_attempted Continuous = 36 dst_host same src_port_rate Continuous
num_root Continuous | 37 dst_host_srv_diff host rate Continuous
num file creations Continuous = 38 dst_host_serror_rate Continuous
num_shells Continuous | 39 dst_host_srv_serror_rate Continuous
num_access files Continuous = 40 dst_host_rerror_rate Continuous
num_outbound _cmds Continuous | 41 dst_host_srv_rerror_rate Continuous

is_host_login Discrete Lable Symbolic

5.2.1.1 Environment Unit begins by clustering, classification and selection
(Chen, Cheng and Hsieh, 2009):-

Clustering aims at extracting the features of input data in order to reduce the
dimension of features space.
Classifications will be carried out by using K-means or K-Nearest Neighbors
clustering agorithms.
K-means or K-Nearest Neighbors select the most representative samples for
each attack type.

By the end of this phase, the preparing data is converted to an acceptable format to

the next phase.

5.2.1.2 Data codification unit / Data Pre-processing Unit:

The raw data from the above unit will be converted from its current

unacceptable format such as symbolic into an accepted numeric ANN format, and

then the coded data will be sent to the clustering unit. To fulfill our demand, this unit
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consists of two sequentia steps. - Mapping symbolic-valued and implemented

scaling.

1. Mapping symbolic-valued attributes such as protocol, service, flag and
label to numeric-valued attributes. This step should be applied for the
testing data set as done in the training data set ,the following tables (table
5.2, table 5.3, table 5.4, table 5.5 and table 5.6 ) demonstrate each

symbolic columns and its numeric transformation

Table 5.2 (Protocol Column B Feature Transformation Table)
Protocol type
TCP
ICMP
UDP

oowc»mbooml—\g

(IR
o ©

12
13
14
15
16
17
18
19
20
21
22

No

1
2
3

Table 5.3 (Flag Column D Feature Transformation Table)

No

1

oo W N

Flag
OTH
REJ
RSTO
RSTOSO
RSTR
SO

No
7
8
9

10

11

Flag

S1
S2
S3
SF
SH

Table 5.4 (Flag Column C Feature Transformation Table)

Flag
Auth
Ctf
Daytime
domain u
€co |
ecr_i
Finger
ftp
ftp_data
Gopher
Hostnames
http
imap4
Link
Login
Mtp
Name
nntp
ntp_u
Other
pm_dump
pop_3

No
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44

Flag
Private
remote job
Rje
Smtp
Ssh
Sunrpc
Systat
telnet
Time
Uucp
Vmnet
Bap
Courier
csnet_ns
Discard
Domain
Echo
Efs
Exec
http 443
IRC

iSO_tsap

No
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66

Flag
klogin
kshell

Idap

netbios dgm
netbios ns
netbios ssn
netstat
nnsp
pop_2
printer
red_i
shell
sgl_net
supdup
tftp_u

tim |
urh_i
urp_i

uucp_path
whois

X11

Z39 50
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Table 5.5 (Sub Attack cluster into Main Attack type)

Attack Name | Attack Attack Name Attack
Cluster Cluster
1 Normal Normal 14 Back
2 | psweep 15 Land
3 Nmap Prob 16 Neptune
4 Portsweep 17 Pod DoS
5 Satan 18 Smurf
6 ftp_write 19 Teardrop
7 | guess_passwd
8 Imap 20 | buffer_overflow
9 Multihop 21 Loadmodule U2R
10 Phf R2L 22 Rootkit
11 Spy 23 Perl

12 Warezclient
13 | Warezmaster

Table 5.6 (Label Transformation Table)
Label | Columnl Column2 Coulmn3 @ Column4 | Column5

Normal 1 0 0 0 0
DoS 0 1 0 0 0
U2R 0 0 1 0 0
R2L 0 0 0 1 0

Prob. 0 0 0 0 1

The following exampleillustrates the KDD Cup’99 rows and the transformation of
symbolic text word in the dataset according to the last tables present in figure 5.3 and
figure 5.4:-

0, tep, ftp_data, SF, 491, 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,2,2,0,0,0, 0,
1, 0,0, 150, 25, 0.17, 0.03, 0.17, 0, O, 0, 0.05, O, normal

Figure 5.3 (Feature Columns from the original KDD cup99 before transformation )

01910491,0000000000000000022000,0,1,0,0,
150, 25, 0.17, 0.03, 0.17, 0, 0, 0, 0.05, 0, 1,0,0,0,0

Figure 5.4 (Numeric form Feature Columns after transformation )

2. Implemented scaling.

This step should be applied for the testing dataset as done in the training
dataset. The Hopfield net is normally used with discrete binary input so that a
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binary encoding method (Liu , Florez and bridges ,2002) must be used to
generate acceptable inputs for Hopfield net in phase 2 and SVM in phase 3.

5.2.1.3 Feature Clustering Unit:

The data set will be combined into groups (clusters) according to the attack
type. The cause of its simplicity and efficiency K-means or K-Nearest Neighbors
clustering algorithms will be used as the clustering method.There are 41 features
where each feature is considered in a column which has either discrete values or

continuous values (Xu , 2006).
5.2.1.4 Clustering and Selection Unit:

Cluster can be defined as a collection of similar data within the same cluster and
dissmilar to the other object in another cluster. Clustering and Selection processes
which represent the foundation of this phase have two main jobs:-
1. Classifications
2. Sample selection unit
1. Classifications can be carried out by using K-means or K-nearest neighbor
classifier that uses statistical properties and distance measures to cluster
information into specific groups. The result of K-mean and k-Nearest

Neighbors will be saved in adifferent table.
K-means Clustering Algorithms

The ideafor this algorithm is to classify an object based on features into K number of
group. Where K is non negative integer number, the grouping is done by minimizing
the sum of squares of distances between data and the corresponding cluster centroid,
which is the average of all the points in the cluster i.e, its coordinates are the
arithmetic means for each dimension separately over al the pointsin the cluster.

The better choice is to place them as much as possible far away from each other.
Thus, the purpose of K-mean clustering is to classify the data. The basic step of
K-means clustering is simple. In the beginning, we determine the number of cluster K,
and we assume the centroid or center of these clusters. We can take any random
objects as the initial centroids, or the first K objects can also serve as the initia

centroids.
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Then the K means algorithm will do the three steps below until convergence iterate
until no more changes are done.

1. Determine the centroid coordinate.

2. Determine the distance of each object to the centroids.

3. Group the object based on minimum distance (find the closest centroid).
Figure 5.5 shows that these iterative steps will continue until centroids do not change.
Finally, this algorithm aims at minimizing an objective function; in this case a squared

error function. The objective function is as follows:

B
=) ) W el p=12 e B

=1 =1

(™ 2
Where ||.'Jt'l £ _ E‘E”p , Is a chosen as a distance measure between a data point

I:’" and the cluster centre Cj, is an indicator of the distance of the n data points

from their respective cluster centres. The algorithm is also significantly sensitive to
the initial randomly selected cluster centres. The K-means agorithm can be run

multiple times to reduce this effect. The main advantages of this algorithm are its

simplicity and speed which allow it to run on large datasets (MacQueen ,1967).
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Figure 5.5 (Flowchart of K-means Algorithm)
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K-Nearest Neighbors Algorithms

The general principle K-Nearest Neighbors work is to find the k training samples to
determine the K-Nearest Neighbors based on a distance measure. To find K-Nearest
Neighbors, we sort the distances of all KDD CUP’99 training samples to the new
instance and determine the k-th minimum distance.

Find the maority of the category of K-Nearest Neighbors.

K- Nearest Neighbor clustering algorithm procedure:
1. Store KDD Cup’99 training dataset with its corresponding label.

2. For each connection in the KDD Cup’99 testing dataset, calculate the norm
difference (distance) with every connection in the training set using the first
norm. The maximum absolute column sum norm || 4ll, is defined as (Naoum,

2011):

]
lall; max; Z }ﬁ'tfl P ORI -,
(=1

3. Sort the distances in an ascending order (using sort algorithm such as Q sort).
Then with k=3, select the minimum three nearest neighbors.

4. Select the repeated label among these examples. This label is the prediction of
thistest example.

5. Repeat the above procedure for all the connections in the testing dataset.

After classifying the testing set into 5 classes using k-Nearest Neighbor, the dataset
will also be classified using the Enhanced Hopfield neural network.

2. Sample selection unit, the main task of this unit is to make a comparison of
corresponding class from K-means and K-Nearest Neighbors results. This will
take place to establish the main cluster unit by selecting representative sets of
significant vector as samples for each class (Normal, DoS, Prob, R2U and
U2R). Then it will make two copies of these classes of samples and then will
send them to the training unit. One copy will be sent to the neural network
model whereas the other one will remain independent to be used later as an
input for SYM unit.
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5.2.2 PHASE 2:-

It is the training unit phase or can be described as a re-classifying (clustering)
unit. The main role of this unit is to train the system for misuse intrusion detecting. It
is built of a supervised neural network that will act as a classifier to determine the
type of attacks, by using enhanced Hopfield neural network (as a supervised learning
with a fixed weight) to generate new representative sets for each class of intrusion
according to attack types (DoS, Prob, R2U and U2R), and receives a copy of main
attack types vector from the features that have been extracted from the output of
selection unit (phasel) and then to enhance them to get new representative samples of
attacks type.

These new vectors will be carried out using Enhanced Hopfield to increase the
comparable set of attacks representative samples to expand the ability to catch novel
patterns of attacks. Test data will pass through the saved trained model to detect

intrusions in the testing phase.

Hopfield Neural Network Learning Algorithm

The general learning idea behind the Hopfield network is that the weights between
these nodes which produce an output of 1 (active nodes) will increment while those
between all other nodes will decrement. This process is repeated for al patterns until
the weights reach a stable point (stop changing). Hence al weights must be
normalized to guarantee that thisis accomplished (Hopfield, 1988).

Step 1: Initialize and assign connections Weights

x a, iw ] 2, v fe = lor 4

In this formula, Wij is the connection weight between node i to node j and xni ,

canbe+1 or -1 ,isan element i of exemplar for classn

LA
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Step 2: Initialize with unknown input pattern

pi(t) = xi ) R e [, 3 - |

In this formula, I.,li (t) is the output of nodei at timet and xi , which can be

+1or -1, isthe element i of the input pattern.

Step 3: Iterate until convergence
N-1

pi(t+ 1) =j'+1( Z Wi, ;e{r]] NS EM—1 e D,

L =

%]

The function fn isthe hard limiting nonlinearity. The process is repeated until
output remains unchanged with further iterations. The node outputs then

represent the exemplar pattern which is the best matches to the target.

Step 4: repeat by going to step 2 otherwise until the nodes output remains

unchanged with further itetrations.

et F ) =t <8 1= 1.2...5=0 erw, =0 TR Y

~I

£ iz a small real number sayl(™®

Step5: END.

Hopfield Neural Network Model and its Enhancement
The Hopfield is a form of feedback (recurrent networks) ANN. Hopfield added
feedback connections from the output to the network as inputs again, when the
outputs do not change any more, we stop. Figure 5.6 shows what the addition of
feedback means. In figure 5.6(b) the difference and the addition to the Feed forword

networks shown in figure 5.6 (a).

- ol gl .

|:_.i.-- | . I |

(a) Feed forword network (b) after we add feedback connection
Figure 5.6 (Different Between Feed Forword and Feedback)
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Hopfield also represents a supervised ANN engine, which was invented by John
Hopfield in 1982 (Hopfield, 1982) in his highly famous readable research paper
“Neural networks and physical systems with emergent collective computational
abilities”. Thistype of ANN has the following properties (Naoum, 2011):

1- Itisauto-associative (the target values are the same as the inputs).

2- Always settles for any input.

3- Can be settled by modifying the weights on the connections or by changing the
activation function.

4- Itisarecurrent type ANN.

It's dso caled Thermo Dynamic Models. It is considered the simplest architecture
amongst other ANN. It consists of a single layer Feedback neura network. There is
no difference between input and output neurons Figure 5.7; a set of neurons, where
each neuron is connected to the other neurons (there is no self-feedback). The weight
between these nodes which produces an output 1(active node) will increment while
those between all other nodes will decrement. This process is repeated for al patterns
until the weights stop changing (that is converge to stable value). Hence, all weights
must be normalized to guarantee that this is accomplished.
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Figure 5.7 (Architecture Of Hopfield Net with 5 Neurons)

It serves as a content —addressable memory system with binary threshold, which
means that these units take only one of two different values for their states. The value
is determined by whether the units input exceed their threshold or not. Hopfield nets

have units that take on values of 1 or -1, or units that take on values of 1 or O

(Hopfield, 1982). The two possible definitions for unit I's activation, @i , are
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faf == il = 4
l =1 abthnrwie l 1l GERerwise

Where:-

- Wij : weight of the connections from unit j to unit i
- § :isthestate of unit |
- ©i :isthethreshold of uniti

The connections have the following restrictions in a Hopfield net

- Wii =0 foradl i < it means that no unit has a connection with itself.

- Wij =Wiji foradl i,j < it means that connections are symmetric.

In order to guarantee that the energy function decreases monotonicaly while
following the activation rules, asymmetric weights will be used. In other cases, if non-
symmetric weights are used, Wii # Wij ,the ANN may exhibit some cyclic or
confused performance. Hopfield ANN net has a scalar value associated with each

state of the net work referrers as the energy, E, of the network, where
E == Ty Wy 515+ L 65, Lf = 1,2,3,..

E is called the “energy function” which should be minimized so as to ensure that if
units are randomly chosen to update their activations the network will converge to a
state which islocal minima in the energy function; thus ,if it reaches the local minima,
it is a stable state for the network .The energy function , E ,of the Hopfield net is
reduced at each iteration. The number of iteration is finite, so the Hopfield net
achieves a stable state (diagonal elements in the interconnection matrix is 0)
(Lee, 1991). Thus, Hopfield nets guaranteed converge to local minima, but
convergence to one of stored patterns is not guaranteed. This net is more appropriate

when input values are actually discrete. If the input values are continuous, they must

i
L |

a8
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be discredited, and analog quantities must be converted to binary values. Table 5.7
summarized our Enhanced Hopfield Neural Network parameters.

Table 5.7 (Parameter Used In Enhanced Hopfield Neural Network)

NO# PARAMETER NAME
1 Network type Recurrent Hopfield
2 Number on input 42
3 Number of output 42
4 Hidden layers 0
5 Hidden layers size 0
6 Input and output ranges [-1,0,1]
7 Training function Sigmoid function
8 Adaptation learning function Mean sguare Error(M SE)
9 Transfer function Threshold
10 Training epochs 9888

In this model we shed light on using Enhanced Hopfield NN as the main part of our
model (model engine). We use it mainly to detect intrusion of labeled pattern or data
as shown in figure 5.8, and to classify them into the 5-class (Normal.Dos,R2L,U2R
and Probe) by comparing the new inputs (data vectors) with those stored in main
cluster unit. In this unit, training is done in order to produce new descriptive and more

accrued vectors for each class from the main five classes.

First of all, we compute the weight of our matrix in order to start training according to
the number of features we want to examine. N, which it is equal to the number of
input 41 features, the matrix will be N*N sguare matrix. In our system, the dimension
of our matrix is 41*41 matrixes, then adaption on the connections weights is done
repeatedly until a stable state is reached (the diagonal of weights matrix=0 ), and the
matrix is symmetric. Learning a correlation (association) between some input and
output pattern needs a separate training session, in which the input pattern is presented

along with the target pattern (desired output pattern).
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Figure 5.8 (Network Intrusion Detection Using Labeled Data (Al Rashdan
W.,2011))

To increase the performance of our model, we use the following two techniques:

1. We make use of Enhanced Hopfield Neural Network for selecting more
appropriate packet fields, and considering the relationship of packet
sequences in order to support our SVM for learning without pre-existing
knowledge.

2. We make use of two clustering algorithm K-means / K-Nearest Neighbor for

creating a profile of normal and attack type’s packets.

5.2.3PHASE 3 :-

In this phase we represent the Testing Unit: It contains vector classifier tools (SVM).
The main object of this tool is to increase the speed of intrusion detection process.
The learning phase process is as follow: Firstly, data pattern will be tested to decide if
the pattern is normal or not.

Thus, we expose them to both normal and abnormal data. So to get more accurate
results in this stage, we use labeled vectors, i.e. in the training subset, and these
records are labeled as normal or abnormal. This unit mainly contains Enhanced
Hopfield Neural Network and the two types of classifiers, and we form each of them
separately and independently.

Our experiment shows that this methodology produces efficient results and accurate
training. Hence, the input vectors have been prepared and grouped in a primary

clusters in the clustering unit. Such a way of preparing process will help in
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minimizing the amount of time needed for classification by Hopfield NN, and so it
helpsin minimizing FPR and FAR. The main job of this phase isto train the proposed
system for detecting intrusion (misuse), and to generate new representative sets for
each class of intrusions according to the attack types based on the output of selection
unit.

This unit can be described as a re-classifying and re-clustering unit. Thus, SVMs can
be considered as learning machines that plot the training vectors in high—dimensional
feature space and labeling each vector by its class. SVMs classify the data by
determining a set of support vectors, which are members of the set of training inputs
that outline a hyper plane in the feature space. However, one of the main
disadvantages of the supervised algorithm is that it requires labeled information for

efficient learning.
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Figure 5.9 ( Phase 3 Of The Proposed Model)
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Testing phase consists of three units:

After the training phase, we will start the testing phase, figure 5.9, to detect new
attacks, and this can be done by applying three units.

5.2.3.1 Processing unit :
The main goal of this unit is to achieve the purposes of our model, which are to
detect the misused intrusion and to classify each attack into the main five types of

attack. It consists of two subunits, figure 5.11:-

codification unit
By this unit, some useless datawill be filtered and modified. There are several text
words in the experiment dataset. The system transforms text into numeric values
in advance. Every process in the database has 41 attributes shown in table 5.1. In
our system, this unit will convert SVM inputs (data patterns) into binary code. We
add this unit /codification unit/ to SVM as a support unit to achieve the

homogeneity of data format among all phases of our system and their units.

feature extraction unit
It is an attribute reduction process; the process of transforming the input data into
a set of features is caled feature extraction. It is necessary to achieve a high —
performance ID process when using machine learning methods, as we mentioned
before in the benchmark dataset of KDD’99, a 41-dimensional features vector

was constructed as we showed in table 5.1.

5.2.3.2 Vector classifier unit (SVM)

This unit receive patterns from 3-resourses (Enhanced Hopfield NN, Main
Clusters, Environment (Test Data)), then it compares the environment data vector
with the combination of two vectors sets (Enhanced Hopfield NN output vectors and
Main Clustered vectors) to detect the intrusion and classify its type. Among the
variety of misused detection approaches, the Support Vector Machine (SVM) is
known to be one of the best machine learning algorithms to classify abnormal
behaviors.

The soft margin SVM is one of the well -known basic SVM algorithms using
supervised learning (Mukkamala S. and Sung A., 2003).
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However, it is not appropriate to use the soft margin SVM agorithm for detecting
novel attacks in internet traffic since it requires pre-acquired learning information for
supervised learning procedure and such pre-acquired learning information is divided
into normal and attack traffic with labels separately.

Asthe SVMs are only capable of binary classifications, we will employ a one-to-one
multi-class SVM. Thus we develop a five SVMs for the five-class (NORMAL, DoS,
Prob, U2R , R2L) identification problem in proposed IDS model as shown in figure
5.10 as the most definitive set of features may differ from class to class, using five
SVMs becomes a particularity rather than a problem .

We provide a sigmoid function to the kernel feature of SVMs to select support vectors
along the surface of this function. These support vectors are members of the set of
training inputs and will be used by SVMs to classify data pattern. These support
vectors will form amodel, by the SVM, representing a category.
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Figure 5.10 (An IDS with 5-SVMs (Mukkamala S. and Sung A., 2003))
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5.2.3.3 Storage unit
This unit stores the result (vector) of SVMs and represents it as atable. This
subunit keeps the pattern of labeled data by the class name to which it belongs, and
this depends on the evaluation process that has been performed by SVMs. The work
flow of the system, in the testing phase, can be summarized by figure 5.11.
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Figure 5.11 (The Workflow of the System in Testing Phase (Mukkamala S. and Sung A., 2003))
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6.1 Introduction.

In this chapter, we will present the results that are produced by using the two
proposed models HNKMIDS and HNKNNIDS. Section 6.2 contains the evaluation of
the proposed IDS model. Section 6.3 contains the Dataset Evaluation. Section 6.4
contains the KDD Cup ‘99 Testing Dataset. Section 6.5 contains the two
implementing techniques and their results. Section 6.6 contains the Comparison

between Experimental models. Section 6.7 Compares Other Research Result

6.2 Evaluation of Proposed Intrusion Detection System

One of main issues involved in solving problems or trying to find optimal solutions
for them is how we can test the results of applying the proposed systems. As for the
two IDS proposed models, testing proposed a gorithm can provide a good indicator on
whether the proposed agorithm can give high performance compared with others or
not. Thus, in order to check the performance of the proposed models, we should

compare our results with the other results.

Two common ways are used as eval uation measurements for intrusion detection:
1. Fase-Positive Rate (FPR).
2. Detection rate.

Thefirst is caled afalse-positive rate (FPR) which appears when the action happened
on the system and classified as an abnormal signature (a possible intrusion). Although
this type of error may not be completely deleted, a good system should minimize its
occurrence to provide useful information to the users. A fase-negative (FN) appears
when an actual intrusive action has occurred, but the system alows it to pass as non-
intrusive behavior. However the true-positives (TP) and true-negatives (TN) are
correct classifications. Recall rate measures the proportion of actua positives which
are correctly identified. Precision rate is the ratio of true positives to combined true
and false positives (Al-Rashdan et a., 2010).
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A short summary of each estimated parameter used to evaluate the efficiency of our
model and each concept definition to the alarm is described as follows (Al-Rashdan,
2011, Revathi & Ramesh, 2011):

True Positive (TP): Refers to when an attack has occurred and an alarm rises

properly

True Negative (TN): Refers to when no attack takes place and no alarm

raises.

False Negative (FN): Refers to when an attack has occurred but no aarm

raises.
False Positive (FP): Refersto when an alarm rises, but no attack has occurred
The second way which is used to evaluate intrusion detection called detection rate.

Detection Rate (DR): or classification rate for all classes (5 classes) where the
system is evaluated by calculating the corrected classified records for each sub

class (5 classes) of the total number of records.

DR= (Number of detected attacks/ Total number of attacksincluded in data set) ............6.1

Accuracy Rate (AR): To estimate the performance of the system is evaluated by
calculating the ratio of correctly classified records as attacks (either normal or attack)

to the total number of records.

Accuracy Rate (AR)=(TP+TN)/(TP+TN+FN+FP) ... 6.2

Recall Rate: Measures the proportion of actual positives which are correctly
identified.

Sensitivity or Recall Rate= TP/ ( TP + FN) ST s

Error Rate (ER): Incorrectly classified samples divided by the classified samples.

Inconclusive results are not counted.

Error Rate(ER) = (FP+FN)/(TP+TN+FN+FP) ... 6.4
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Precision Rate (PPV): Measures the ratio of true positives (TP) to combined true and
false positives (FP).

Precison Rate=TP/(TP+FP) ... 6.5

False Positive Rate (FPR): Is the ratio of incorrectly classified normal records (false

alarms) to the total number of normal records.

False PositiveRate=FP/(TN+FP) ... 6.6

False Negative Rate (FNR): Is the ratio of incorrectly classified attacks (when
system classifies attacks as normal) records to the total number of attack (intrusions)

records.

False Negative Rate=FN/(TP+FN) ... 6.7

6.3 Dataset Evaluation

Here, we defined higher-level features that help in distinguishing normal
connections from attacks. There are severa categories for derived features that were
used in our experiments. They originate from MIT’s Lincoln Lab which was
developed for KDD (The Knowledge — Discovery and data mining). KDD Cup’ 99
ID dataset provides designers with IDS with a benchmark in order to evaluate separate
and different methodologies. A complete listing of the set of 41 features defined for

the connection recordsis given in the three tables below.

duration length (number of seconds) of the connection continuous

protocol type type of the protocol, e.g. tcp, udp, etc. discrete

service network service on the destination, e.g., http, discrete
telnet, etc.

src_bytes number of data bytes from source to destination continuous

dst_bytes number of data bytes from destination to source continuous

flag normal or error status of the connection discrete

land 1if connection is from/to the same host/port; 0 discrete
otherwise

wrong_fragmen number of ““wrong" fragments continuous

t

urgent number of urgent packets continuous
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Table 6.2 (Content features within a connection suggested by domain knowledge

KDD, 1999

feature name description type

hot number of ~"hot" indicators continuous
num_failed_logins number of failed login attempts continuous
logged_in 1if successfully logged in; O otherwise discrete
num_compromised number of ~“compromised” conditions continuous
root_shell 1if root shell is obtained; 0 otherwise discrete
su_attempted 1if “'suroot" command attempted; O otherwise discrete
num_root number of ““root" accesses continuous
num_file creations number of file creation operations continuous
num_shells number of shell prompts continuous
num_access_files number of operations on access control files continuous
num_outbound_cm number of outbound commandsin an ftp session continuous
ds
is_hot_login 1if thelogin belongsto the ““hot" list; O discrete
otherwise
is_guest login 1if theloginisa “guest"login; O otherwise discrete

Table 6.3 (Traffic features computed using a two-second time window (KDD, 1999))
feature name

count

description
number of connections to the same host as
the current connection in the past two
seconds

type

continuous

Note: Thefollowing featuresrefer to these same-host connections.

serror_rate % of connections that have ~"SYN" errors continuous
rerror_rate % of connections that have ""REJ" errors continuous
same_srv_rate % of connections to the same service continuous
diff srv_rate % of connections to different services continuous
srv_count number of connections to the same service as continuous

the current connection in the past two

seconds
Note: The following featuresrefer to these same-service connections.
srv_serror_rate % of connections that have "SYN" errors continuous
srv_rerror_rate % of connections that have "REJ" errors continuous
srv_diff _host_rate % of connectionsto different hosts continuous

Aswe mentioned in above tables, features are grouped into three categories (KDD’99,

1999).

1. Basic features: These can be derived from packet headers without inspecting the

payload, Table 6.1.

2. Content features. Domain knowledge is used to assess the payload of the original
TCP packet, Table 6.2.

3. Traffic features. These features can be grouped into two categories, Table 6.3:

Time-based: Features that are designed to capture mature properties over

2 seconds temporal windows.
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Host-based: Features utilize historical window estimated over the number
of connections instead of time

6.4 KDD Cup ‘99 Testing Dataset

Training dataset was used to tune the weights, and testing dataset was used for the
network evaluation. Testing dataset contains some novel attacks that are not shown in
the training dataset.

Our data sample contains (3975) instances as a Normal class. Also, our data sample
contains four attack classes. The first attack class, in our data sample, is denial of
service (DoS). It contains (5401) instances. The second attack class, in our data
sample, is User to Root (U2R). It contains (52). The third attack class, in our data
sample, is Remote to Loca (R2L). It contains (97) instances. The forth attack class, in
our data sample, is Probes Attack (Probe). It contains (363) instances, as shown in the
following table 6.4.
Table 6.4 (Testing Datasets (Labelled) Analysis Details)

Normal . 3975

Denial of Service (DoS) 5401
User to Root (U2R) 52
Root to Local (R2L) 97
Prob. 363

Total 9888

The testing dataset (unlabeled) details are represented in table 6.5 below:

Table 6.5 (Testing Datasets (Unlabeled) Analysis Details)

| Unknown 4500 |

6.5 Implementing Technique and results

As we declared earlier, through our two models, we used different algorithms (K-
means or K-nearest neighbor), Enhanced Hopfield ANN, and multi class SVMs (5-
Class SVM) for each model. The performance outputs of all possible combinations
from those techniques were compared with other researches’ results, such as Hybrid
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(K-means & Naive Bayes Classifier,SOM) which is considered an indicator of 1DSs
performance and efficiency.

6.5.1 K-Nearest Neighbor classification Results

Here, we will apply K-Nearest Neighbor algorithm as a classification to the
labeled data used for training, with use MATLAB (Version 7.13.0.564 (R2011b)). As
shown in table 6.6, we represent the parameter that was used in the experiment. The
K-Nearest Neighbor classifier will be used to classify the testing dataset into five
classes; these five classes are: Normal, DoS, R2L, R2U and Probe.

Table 6.6 (KNN Parameters)

‘ Distance Measure Norm -1 ‘

K-Nearest Neighbor results for labeled testing dataset are given in the table 6.7 below:

Table 6.7 (KNN Classification Results DR (Labeled))

Normal 3975 3705 93.21%
DoS 5401 3896 72.13%
Prob 363 215 59.23%
R2L 97 78 80.41%
U2R 52 34 65.38%
Total 9888 7928 80.18%

According to table 6.7, we used (9888) instances. The correctly classified instances
were (7928), which represents (80.18%) of the total testing set. On the other hand,
there were (1960) incorrectly classifies instances that represent (19.82%) of the total
number instances in the testing set. KNN was able to classify normal class with good
detection rate, but Probe and U2R attack, which is considered one of the hardest class
to be classified which have an attack detection rate of about 59.23%, 65.38%
simultaneously.

DoS attacks have a reasonably good detection rate of about 72.13%, but on the other
hand, KNN had a good result in R2L detection rate of about 80.41%. Classifiers are
best judged by the classification rate distribution in the confusion matrix which is
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considered as the best way to determine whether KNN will produce an acceptable
result or not. Table 6.8 demonstrates the confusion matrix of the KNN classifier:
Table 6.8 (K-Nearest Neighbor classifier Confusion Matrix)

CLASS Normal DoS Prob R2L U2R TOTAL
Normal 3705 138 69 50 13 3975
DoS 247 3896 300 520 438 5401
Prob. 69 0 215 53 26 363
R2L 14 4 0 78 1 97
U2R 0 0 17 1 34 52
TOTAL 4035 4038 601 702 511 9888

In the following tables 6.9 and 6.10 there a demonstration of the TP, FP, FN,
Precision, Recall, FPR and FNR for each attack:
Table 6.9 (K-Nearest Neighbor classifier TP,FP,FN)

DoS 5401 3896 5154 138 247
Prob 363 215 294 69 69
R2L 97 78 83 50 14
U2R 52 34 52 13 0
TOTAL RECORD = 5583 270 330

5401 3896 95.43% 97.39% . 457%

Prob. 363 215 80.99% 80.99% 19.01%
R2L 97 78 85.57% 62.41% 14.43%

U2R 52 34 100% 80% 00.00%
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Figure 6.1 (False Negative Rate for Each Class (KNN Classifier))

As noticed for training labeled data that KNN agorithm results showed in figure 6.1,
FNR result with U2R attack has a False Negative Rate 0%. DoS attack has about
4.57% False Negative Rate. R2L attack has False Negative Rate of about 14.43%, and
Probe attack has about 19.01% False Negative Rate.

Table 6.11 shows the result of applying KNN for testing unlabeled data set and
performance in detecting novel attacks with a detection rate of approximately 54%,

and this percentage can be described as a bad performance for KNN.

Table 6.11 (KNN Classification Results (Unlabeled))

The evaluation formulas for the KNN classifier are mentioned in the following table
6.12:

_ Table 6.12 (KNN Classifier Evaluation Formulas) _
‘ True Positive (TP) = 5583 False Positive (FP) = 270 ‘

False Negative (FN) =330 ' True Negative (TN) = 3705
Recall (NPV) = TP/(TP+FN) =94.42 % Precision (PPV) = TP/(TP+FP) = 95.4%
False Positive Rate (FPR) = FP/(FP+TN) = False Negative Rate (FNR) = FN/(FN+TP) =
%6.59% 5.58%

Classification Rate = 7928/9888= 80.18 % Accuracy Rate = (TP+TN)/(TP+FP+FN+TN)
=94 %
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The results in the above table 6.12 can be used to judge the KNN classifier. It was
able to detect records with a little more Classification rate of more than 80%, but
KNN had a low false positive, which means only 270 normal records were detected
and classified as intrusion. Therefore, the precision rate was 95.4%, which is
considered a high rate. KNN had a very bad performance in terms of false negative
rate, where 330 records are attacks and detected as normal. Therefore, using KNN
separately, as a classifier, is a bad idea because it can not produce an accurate result
for detecting intrusions. KNN results will be compared later with the results of the K-
means in order to choose the classifier with a proper result.

6.5.2 K- means Algorithm Results

K-means classifier agorithm will be used to classify the testing dataset into five
classes. Thesefive classesare: Normal, DoS, R2L, R2U and Probe.

K-means results for labeled and unlabeled testing dataset are given in the following
table 6.13:

Table 6.13 (K- means Classification Results)

Normal 3975 3919 98.57%
DoS 5401 4387 81.23%
Prob 363 1226 337.7%
R2L 97 253 260.8%
U2R 52 47 90.38%
Total 9888 9831 99.42%
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Classifiers are best judged by the classification rate distribution in the
confusion matrix. Table 6.14 illustrates the Detection Rate of the K-means classifier:

Table 6.14 (K-means Classifier DR) _

Normal 3975 3919
DoS 5401 4387
Prob 363 1226
R2L 97 253
U2R 52 47

Table 6.15 below illustrates the confusion matrix of the K-means classifier

Table 6.15 (K-means Classifier Confusion Matrix)

K MEANS Method CONFUSION MATRIX
CLASS Normal DoS Prob R2L U2R Accuracy
Rate DR
Normal 3919 24 13 8 7 90.9
DoS 9 4387 -495 495 0 1.00
Prob. 18 495 1226 0 381 0.98
R2L 26 495 0 253 -383 0.91
U2R 3 0 381 331 47 0.91
TOTAL 3975 5401 363 97 52

Table 6.16 below demonstrates the TP, FP, FN, for each attack type:

Table 6.16 (K-means TP, FP, FN)

DoS 5401 4387 5392 24 9
Prob 363 1226 345 13 18
R2L 97 253 71 8 26

U2R 52 47 49 7 3
TOTAL RECORD 5857 52 56
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Table 6.17 below demonstrates the Precision, Recall, FPR and FNR for each
attack type:

Table 6.17 (K-means Recall, Precision, FPR, FNR)

DoS 5401 4387 99.83% 0.17% 0.44% 99.56%
Prob 363 1226 95.04% 4.96% 3.46% 96.37%
R2L 97 253 73.20% 26.80% 7.62% 89.87%
U2R 52 47 94.23% 5.77% 11.86% 87.50%

FNR= FN/(TP+FN)
LR e
456% 4. 1N
ws N 1)
D el 2l UK

Figure 6.2 (False Negative Rate for Each Class (k means Classifier))

From the above tables 6.17 and figure 6.2, training labeled data, K-means algorithm
showed that the FNR result with U2R attack has a False Negative Rate 5.77% ,DoS
attack has about 0.17% False Negative Rate, R2L attacks has False Negative Rate of
about 26.80% which is the highest rate of al classes and Probe attack has about
4.96% False Negative Rate .Thus, the evaluation formulas for the K-means classifier
aregivenin table 6.18.
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Table 6.18 (K-means Classifier Evaluation Formulas)

False Negative (FN) = 56 ' True Negative (TN) = 3919
Recall (NPV) = TP/(TP+FN) =99.05 % Precision (PPV) =TP/(TP+FP) =99.12 %
False Positive Rate (FPR) = FP/(FP+TN) = False Negative Rate (FNR) = FN/(FN+TP) =
131% 0.95%
Classification Rate = 9831/9888= 99.4% Accuracy Rate = (TP+TN)/(TP+FP+FN+TN) =
98.91%

From table 6.18 we conclude that K-means classifier agorithm was able to detect
records with a classification rate of approximately 99.4% which is considered a
high rate, but K-means algorithm had a low false positive, which means that only
52 normal records were detected as intrusion. Therefore, the precision rate was
99.12% which is considered a high rate. K-means agorithm had a very good
performance in terms of false negative rate, where 56 records, which are attacks,
were detected and misclassified as normal. Therefore, using K-means classifier is
not an appropriate choice because it does not produce an accurate result in
detecting intrusions. K-means results will be combined later with the enhanced
Hopfield in order to improve the overall performance of the hybrid system
(HNKMIDS) and to reach accurate results. Now, we will consider the comparison
between the two classifiers according to the following parameters represented in
table 6.19.

Tables 6.19 (Comparison between K Mean and KNN Classifier)

= 2
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=}
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o o -1} =T] b [ -4 = 2 >
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_ 5583 270 330 3705 94.42% 95.39% 6.79% 5.58% 7928 80.18% 93.93%

-5857 52 56 3919 99.05% 99.12% 1.30% 0.95% 9831 99.42% 98.91%

From Table 6.19, we conclude that K-means produce the lowest false positive with
52 records (instance), KNN classifier has 270 records, K-means produce the better
accuracy rate with 98.91% than KNN classifier which has 93.93%, and K-means
produces also the better classification rate with 99.42% than KNN classifier which
has 80.18% as shown in figure 6.3.
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Figure 6.4 (FNR for K-means and KNN)

Looking at FNR in figures 6.4, we conclude that K-means produces the lowest
False Negative Rate with 0.95%, followed by KNN with 5.58%. This result
reflects that K-means do well and produces more accurate results than KNN.

6.5.3 Enhancement Hopfield Artificial Neural Network with K-
means algorithms (HNKMIDS)

At the fina stage in classification, the enhanced Hopfield neural network will
be used to classify the testing dataset into five classes. Each classifier has its own
advantages and disadvantages; therefore, combining both classifiers separately with
Enhanced Hopfield NN, we can increase the performance of detection rate and
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decrease misclassified attacks. That is, the performance of the hybrid system is
improved. The results of the hybrid systems are shown in the following tables, which
represent the confusion matrix of the 5 classes (labeled) and the detection rate for the
unlabeled testing dataset:

As mentioned in the training phase section, we chose our classifier carefully
and precisely according to the element of confusion matrix results. The neurd
network system was trained using the enhanced Hopfield to improve the performance
of the system in terms of classification rate.

Thus the enhanced Hopfield neural network (HNKMIDS) was able to classify the
labeled testing dataset as in the following table 6.20:

Table 6.20 (Enhanced Hopfield (HNKMIDS) Results (Labelled))

Normal 3975 3967 99.80%

Denial of Service (DoS) 5401 5394 99.87%
Prob. 363 352 96.97%

Root to Local (R2L) 97 84 86.60%
User to Root (U2R) 52 30 57.69%
Total 9888 9827 99.38%

In table 6.21, Enhanced Hopfield had a reasonable good detection rate for detection
unlabeled data set when detecting novel attacks:

Table 6.21 (Enhanced Hopfield (HNKMIDS) Results (Unlabeled))

‘ Unknown attacks 4500 4379 97.31% ‘

The evaluation formulas for each intrusion attack are best judged by the classification
rate distribution in the confusion matrix.
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Table 6.22 below illustrates the Detection Rate and Error Rate of the neura network
asaclassifier:

Table 6.22 (HNKMIDS Algorithm , DR and ER) _

Normal 3975 3967 0.002013
DoS 5401 5394 0.001296
Prob 363 352 0.303030
R2L 97 84 0.134021
U2R 52 30 0.423077

TOTAL 9888 9827

Table 6.23 below illustrates the confusion matrix of the neural network as a classifier:

Table 6.23 (HNKMIDS Algorithm Confusion Matrix)

HNKMIDS Algorithm CONFUSION MATRIX
CLASS Normal DoS Prob R2L U2R  Accuracy
Rate (AR)
Normal 3967 4 8 10 31 0.998
DoS 0 5394 0 -3 0 0.999
Prob. 2 0 352 -2 -1 0.970
R2L 3 3 2 84 -8 0.866
U2R 3 0 1 8 30 0.577
TOTAL 3975 5401 363 97 52
Hopfield and k means SVMs Accuracy Rate=(3Classes Accuracy Rate)/5 0.882

Table 6.24, demonstrates the TP, FP, FN for each attack type:

TOTAL 9888 9827 5905 53
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Table 6.25, demonstrate the Precision, Recall, FPR and FNR for each attack type:

Table 6.25(HNKMIDS Algorithm TPR, TNR, FPR, FNR)

DoS 5401 5394 100.00% 99.93% 0.07% 0.00%
Prob 363 352 99.44% 97.83% 2.20% 0.56%
R2L 97 84 96.91% 90.38% 10.31% 3.09%
U2R 52 30 94.23% 61.25% 59.62% 5.77%
TOTAL 9888 9827
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Figure 6.5 (False Negative Rate for Each Class (HNKMIDS Algorithm))

From figure 6.5, we conclude that for training labeled data ,the HNKMIDS, FNR,
with Probe attack; has a False Negative Rate of 0.56% ,DoS attack has about 0.00%
False Negative Rate, R2L attack has False Negative Rate of about 3.09% and U2R
attack has about 5.77% False Negative Rate.
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The evaluation formulas for the HNKMIDS model are represented in table 6.26:

Table 6.26 (HNKMIDS Evaluation Formulas)

False Negative (FN) = 8 True Negative (TN) =3967
Recall (NPV) = TP/(TP+FN) =99.86% Precision (PPV) =TP/(TP+FP) =99.11%
False Positive Rate (FPR) = FP/(FP+TN) False Negative Rate (FNR) = FN/(FN+TP) =
=1.32% 0.135%
Classification Rate = 9827/9888=99.38% Accuracy Rate = (TP+TN)/(TP+FP+FN+TN)
=99.39 %

From the above table 6.26 we are able to say that HNKMIDS system was able
to detect records with a classification rate of approximately 99.38%, which is
considered a very good performance and with a False Negative Rate of 0.135%. The
recall and precisions for HNKMIDS system has a very good result. The system
truthful is guaranteed to detect intrusions; especially, when the false negative records
were only 8 (intrusions detected as normal). But, the drawback of the HNKMIDS was
the false positive rate. The main advantage of the HNKMIDS system is that it was
able to detect normal class with a reasonable good Detection Rate, the HNKMIDS
system was also able to detect Denial Of Service (DoS), and Probe. With very high
attack detection rate, but unfortunately it was still unable to, correctly, classify the
user to root (U2R) root to local (R2L) attack.

6.5.4 Enhancement Hopfield Artificial Neural Network with
K-nearest neighbor algorithms (HNKNNIDS)

Now, we will consider Enhanced Hopfield Neural network combined with K-
Nearest Neighbor algorithm, and we call it HNKNNIDS. We will demonstrate how to
use the HNKNNIDS as a classification to the labeled data, use for train. The
HNKNNIDS agorithm will be used to classify the testing dataset into five classes.
These five classes are: Normal, DoS, R2L, R2U and Probe and the results for labeled
testing dataset are given in the table 6.27 below:
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Table 6.27 (HNKNNIDS Classification Results DR (Labeled))

Normal 3975 3746 94.24%
DoS 5401 3921 72.60%
Prob 363 230 63.36%
R2L 97 82 84.54%
U2R 52 39 75%

Total 9888 8018 81.09%

According to the previous table 6.27, we used (9888) instances. The correctly
classified instances were (8018), which represent (81.09%) of the total testing set. On
the other hand, there were (1870) incorrectly classifies instances that represent
(18.91%) of the total number instances in the testing set.

Thus HNKNNIDS was able to classify normal class with good Detection Rate of
about 94.24%, but Probe and U2R attack which was considered one of the hardest
classes to classify; have an attack detection rate of about 63.36% and 75%
simultaneously.

DoS attack has an attack Detection Rate of about 72.60%, but on the other hand,
HNKNNIDS produced an accurate result for R2L detection, which has an attack
detection rate of about 84.54%. Classifiers are best judged by the classification rate
distribution in the confusion matrix which is considered the best way to determine
whether the model that HNKNNIDS produce an acceptable result. In table 6.28, we
demonstrate the confusion matrix of the HNKNNIDS classifier:

Table 6.28 (HNKNNIDS Confusion Matrix)

CLASS Normal DoS Prob R2L U2R TOTAL
Normal 3746 118 58 42 11 3975
DoS 156 3921 310 507 507 5401
Prob. 58 -310 230 264 121 363
R2L 42 -507 264 82 216 97
U2R 40 -507 264 216 39 52

TOTAL 4185 2715 983 1111 894 9888
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Table 6.29 is ademonstration of the TP, FP, FN for each attack:

Table 6.29 (HNKNNIDS TP, FP, FN)

DoS 5401 3921 5245 118 156
Prob 363 230 305 58 58
R2L 97 82 55 42 42
U2R 52 39 12 11 40

TOTAL 5617 229 296

Table 6.30 is a demonstration of the Precision, Recal, FPR and FNR for each
attack:

Table 6.30 (HNKNNIDS RECALL, PRECISION, FPR, FNR)

DoS 5401 5394  97.11%  97.80% 0 2.92%  2.89%
Prob 363 352 84.02% 84.02% 20.14% 15.98%
R2L 97 84 56.70% 56.70% 33.87% 43.30%
U2R 52 30 23.08% 52.17% 22% 76.92%
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Figure 6.6 (False Negative Rate for Each Class (HNKNNIDS))
From figure 6.6 we conclude that for training labeled data ,the HNKNNIDS, FNR,

with U2R attack; has a False Negative Rate 76.92% ,DoS attack has about 2.89%
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False Negative Rate, R2L attack has False Negative Rate of about 43.30%, and Probe
attack has about 15.98% False Negative Rate .

The next step is applying HNKNNIDS for testing unlabeled data set. The use of
HNKNNIDS showed a good performance in detecting novel attacks with a detection
rate of approximately 60.67%, as we show in table 6.31.

Table 6.31 (HNKNNIDS Classification Results (Unlabeled))

The evaluation formulas, (FN, NPV, FP, TN, FPR, AR, and FNR), for the
HNKNNIDS are computed in the following table 6.32:

Table 6.32 (HNKNNIDS Evaluation Formulas)

False Negative (FN) =296 ' True Negative (TN) = 3746
Recall (NPV) = TP/(TP+FN) =94.99% Precision (PPV) = TP/(TP+FP) = 96.08%
False Positive Rate (FPR) = FP/(FP+TN) = False Negative Rate (FNR) = FN/(FN+TP) =
5.76% 5.00%

Classification Rate = 8018/9888= 81.09 % Accuracy Rate = (TP+TN)/(TP+FP+FN+TN)
=94.69%

The results from table 6.32 demonstrated that the HNKNNIDS can detect records with
classification rate of 81.09%, but HNKNNIDS had a low false positive, which means
only 229 normal records, were detected and classified as intrusion. The precision rate
was 96%, which is considered a high rate. HNKNNIDS had a very bad performance
in terms of false negative rate, where 313 records, which are attacks, were detected as
normal. The result of application of HNKNNIDS will be compared later with the
results of the HNKMIDS in order to choose the best performance.

6.6 Comparison between Experimental models

Now, we will consider the comparison between the two models according to the
following parameters represented in table 6.33.
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Tables 6.33 (Comparison between HNKMIDS and HNKNNIDS)

True Positive 5905 5617
False Positive 53 229
False Negative 8 296
True Negative 3967 3746
RECALL 99.86% 94.99%
Precision 99.11% 96.08%
FPR 1.32% 5.76%
FNR 0.135% 5.00%
Total Detection 9827 8018
Classification Rate 99.38% 81.08%
Accuracy Rate 99.39% 94.69%

From Table 6.33, we conclude that HNKMIDS produced false positive with 53
records (instance), where as HNKNNIDS produced false positive with 229 records
(instance). Thus HNKNNIDS had an advantage over HNKMIDS. HNKMIDS
performance is the best, in terms of accuracy rate with 99.39% than HNKNNIDS
model which has 94.69%, and HNKMIDS performance is better in terms of
Classification Rate with 99.38% than HNKNNIDS model, which has 81.08%.
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Figure 6.7 (Accuracy Rate ,Classification Rate for Each model)

From figure 6.7, we conclude that HNKMIDS produced an Accuracy Rate of
99.39%. HNKNNIDS produced Accuracy Rate of 94.69%. We aso conclude that
HNKMIDS produced Classification Rate of 99.38%. HNKNNIDS produced
Classification Rate of 81.08%.
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Figure 6.8 (False Negative Rates for Each model)

Looking at FNR results in figures 6.8 we conclude that HNKMIDS produced the
lowest false negative rate with 0.14%, followed by HNKNNIDS with 5.00 %. This
result reflects that HNKMIDS produced more accurate results than HNKNNIDS.

6.7 Comparing With Other Research Result

Finally, the Enhanced two systems (HNKMIDS and HNKNNIDS)
performance is compared to other intrusion detection systems that use either neural
network (supervised, unsupervised), K-means machine learning agorithm and
Iterative Dichotomiser3 (ID3) which is a decision tree method. In table 6.34, we

compare the False Positive Rate for each a gorithm:

Table 6.34 (Intrusion Detection System Evaluation Rates vs. Other Systems)

*HNKMIDS 99.38% 99.39% 99.86% 99.11% 1.32% 0.14%
Hybrid (K-means & Naive  97.90% - 97.90% 98.60% 0.30% -
Bayes Islim)
SOM -Consience - Al- 92.50% - 94.70% 96.40% 3.50% 5.20%
Rashdan
BP Brifcani and Issa 91.80% - - - - -
K-means Nieves 89% - - - 4.80% -
*HNKNNIDS 81.08% 94.69% 94.99% 96.08% 5.76% 5.00%
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From the above table 6.34, we conclude that the enhanced (HNKMIDS) system has
improved the performance over the other algorithms, where the detection rate for the
five classes is more than 99.38%. The Recall was improved with 99.86%. The main
advantage of the enhanced system (HNKMIDY) is that the false negative rate, which
Is considered the most critical evaluation, is about 0.14%. On the other hand, the
enhanced system (HNKMIDS) has afalse positive rate (false alarm) of 1.32%.

Finally, the enhanced system performance is compared to other intrusion detection
systems that use either neural network (supervised, unsupervised), K-means machine
learning algorithm and naive bayes classifier.

The enhanced system (HNKMIDS) is compared to K-means intrusion detection
system proposed by Nieves (Nieves, 2009). The results demonstrate that the proposed
system produced better results in terms of the Accuracy Rate with 99.39% as follows:
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Figure 6.9 (comparison between HNKMIDS models according to detection rates )

By exploring the detection rates, as shown in Figure 6.9, we can conclude that the
(HNKMIDS) gains better detection result than others. We can aso define the rank of
our model amongst other models, as shown bellow in table 6.35. It is very clear that
(HNKMIDS) achieved the first rank with 99.38% detection rate.

According to experimental results, (HNKMIDS) achieved the first rank in Detection
Rate compared with the other four studies that were mentioned above in Table 6.34.

Our model rank can be summarized as seen bellow in table 6.35.
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Table 6.35 (The (HNKMIDS) Rank.)

Model DR Rank
HNKMIDS 99.38% 1
Hybrid K-means & Naive Bayes (2012, 97.90% 2
Islim)
SOM — Consience (2011, Al-Rashdan) 92.50% 3
BP ( 2010,Brifcani and Issa) 91.80%
K-Means (2009, Nieves) 89% 5
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Figure 6.10 (comparison between HNKNNIDS models according to detection rates )

From the above Figure 6.10, we can note that (HNKNNIDS) method achieved the
fifth rank with 81.08% as a Detection Rate while the first rank was achieved by
(I1slim, 2012) Modé that was based on combining K-means and Naive Bayes.
According to experimental results, (HNKNNIDS) achieved the fifth rank in Detection
Rate compared with the other four studies that mentioned above in table 6.34. Our
model rank can be summarized as seen bellow in table 6.36.

Table 6.36 (The (HNKNNIDS) Rank.)

Model DR Rank
Hybrid K-means & Naive Bayes (2012, 97.90% 1
Islim)
SOM — Consience (2011, Al-Rashdan) 92.50% 2
BP (2010, Brifcani and Issa) 91.80% 3
K-Means (2009, Nieves) 89% 4
HNKNNIDS 81.08% 5
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6.8 Conclusion

Since the early 1980’s, research and development of intrusion detection systems
has been unending. The challenges and troubles faced by designers have increased
as the targeted systems became more distinct and complex. Misuse detection is a
particularly difficult problem because of the extensive number of vulnerabilitiesin
computer systems and the creative ideas of the attackers. Artificial Neurd
networks present a great number of advantages in the detection of these attacks.
The early results of our tests of these technologies show a significant promise.

Using KNN alone as a classifier is not a good choice because it cannot

produce an accurate result for detecting intrusions.

Using K-means as a classifier is not an appropriate choice because it does not

produce accurate results in detecting intrusions.

The main advantage of the HNKMIDS system is that it was able to detect
normal class with a reasonable good detection rate. The HNKMIDS system
was able to detect Denial of Service (DoS), and probe. With very high attack
Detection Rate, it is still unfortunately unable to correctly classify the user to
root (U2R) and root to local (R2L) attacks.

The HNKNNIDS, FNR ,with U2R attack has a False Negative Rate 0% ,DoS
attack has about 5.57% False Negative Rate, R2L attack has False Negative
Rate about 14.43% and Probe attack has about 19.01% False Negative Rate .

The use of HNKNNIDS showed a good performance in detecting novel
attacks with a good detection rate.

The HNKMIDS was able to detect novel (unknown) attacks with a good

detection rate.

Adding a unit /codification unit/ to SVM as a support unit to achieve the
homogeneity of data format among all phases of our systems has an impact on

our systems, which enhanced our models’ result.



84

6.9 Future Work

1. KDD’99 dataset consists of instances with 41 features for each instance. More
deep studies are needed to reduce the number of these features in order to increase

the accuracy of IDS.

2. Other methods like K-Medoid can be used with supervised and unsupervised
learning for intrusion detection field.

3. Using reinforcement learning with our system mechanisms can produce higher TP
rate.

4, Combining firewall with IDS system mechanisms and its properties can produce
higher TP rate.

5. Reducing the dataset features dimensionality.
6. Using parallel computing.

7. Developing anew Artificial Neural Network to remove local minima.
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