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Abstract 

 

Nowadays, supporting e-recruitment by new techniques and applications is one of the 

major research topics of applied semantic ontology. Most of the latest works, in this 

domain, has focused on analyzing the contents of CVs and matching them with job 

postings in order to find the most relevant CVs to a certain job posting. In this 

research, we present a new approach based on combining ontological concepts and 

latent semantic analysis together to match between CVs and job postings. This 

research investigates building a matrix in LSA that is based on using the ontological 

concepts and instances instead of words that are used in the traditional approaches. It 

also investigates enhancing the clustering using the concepts and instances. Our 

approach is better than other approaches in the sense that it takes into account the 

meanings and relationships among words, and also considers different words that 

have same meaning and words that are semantically equivalent. By implementing 

our methodology on a set of CVs and matching them with an actual job posting, and 

comparing our results with the results of other traditional approaches, our approach 

achieved 84% accuracy, which higher than all other approaches. 
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Chapter One 

Introduction 

1.1 Preface 

     Nowadays, many governmental services are being carried out via the Internet 

which makes them easily accessible and widespread; 90% of human resource 

managers in many countries consider the Internet an effective communication 

medium and rate the Internet as an important recruitment channel (Keim T., 2005). 

Examples of Internet services provided include: vacancy announcements, job 

postings, interviewing, filling online application forms, communicating with 

recruitment agencies and consultants, organizing appointments, conducting online 

tests, sending email notifications to applicants ... etc. 

      The recruitment process is a clear example of how automation and the utilization 

of a widespread medium such as the Internet enormously save cost and time. 

Automation also aids in choosing the appropriate applicant for the job by filtering      

a large number of CVs and identifying the most suitable applicant for the position. 

This thesis contributes to the automation of finding the appropriate applicant by 

developing a new approach based on Ontology and Latent Semantic Analysis (LSA).              

Ontology provides a set of concepts and their interrelationships in a specific domain 

that facilitates understanding and automatic processing of text (Zhang J. et al. 2012). 

According to Gruber (1993) “Ontology is a formal, explicit specification of a shared 

conceptualization”). LSA is an approach that uses a method called Singular Value 

Decomposition (SVD) to analyze and find the statistical relationships among words in 

large corpora of text. Our methodology uses semantic concepts and instances  in LSA 

to create a matrix and use this matrix to compute SVD that is used later in the 

selection process.  
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     This research also contributes to the automation by enhancing the clustering 

process by using concepts and instances instead of keywords. Clustering is a statistical 

technique used to organize collection of files or texts into meaningful clusters based 

on their similarity (Konda.S 2007). 

 

1.2 Problem Definition 

      Evaluating CVs and determining the most suitable CV for a certain job is a tedious 

and time consuming task. Many methodologies have been devised to aid in the 

selecting and clustering of CVs that are best suited for a certain job posting. These 

methodologies and frameworks vary in their matching accuracy. Accuracy in such 

applications is always the subject of constant research with the aim of achieving better 

results and making more accurate judgment. Our research attempts to combine 

various techniques such as ontology and LSA in order to achieve more accurate 

results.  

       As far as we know there are  no one have used  ontology to build LSA, while 

there are many researches have  used LSA to build ontology.  

A challenge for this research is finding the most relevant concepts in the  domain of 

CVs and job postings. This research addresses the following issues:  

1- How to use ontology  in building  the LSA to enhance the matching process.  

2- How to use the clustering technique that is dependent on ontology and LSA to 

enhance  the CVs matching process. 

3- The utilization of ontology concepts and LSA to support a more accurate decision 

making process. 
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1.3 Contribution  

This thesis contributes in the following findings : 

1- Using the ontology with LSA in the clustering process in the domain of CVs 

enhances the matching process. 

2- Using instances along with ontological concepts enhances the matching process 

and produces more accurate results. 

3- Explains how to use ontology to enhance the LSA. 

1.4  Motivation 

       Enhancing the matching between CVs and job postings saves more time, cost and 

effort in governmental organizations. This saved time maybe allocated for other 

important and critical tasks. Also, improving the accuracy of choosing the suitable 

person for the job, also contributes to the overall performance of the organization, and 

also saves costs and money on the long run. 

1.5 Objectives of the Thesis 

 

       The following are the objectives of this thesis : 

1.  To enhance the CVs matching process and to produce more accurate results. 

2.  To enhance the LSA by using ontological concepts and instances. 

3. To enhance the clustering process by using ontological concepts. 
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1.6       Organization of the Thesis 

 

           Chapter 2 presents a theoretical background about the ontology, how build the 

Ontological concepts, latent semantic analysis, singular value decomposition, 

clustering, how the cosine similarity is measured, and the matching process between 

CVs and job posting. 

         Chapter 3 presents the proposed model and the process of applying the 

ontological concepts and LSA to filter the CVs according to the job posting. It also 

describes the details of our approach to compute the semantic similarity depending on 

the combination between the ontology and latent semantic analysis, and also presents 

the experimental results. 

          Chapter 4 presents the enhanced clustering process of the CVs and the result of 

enhanced clustering process depending on the ontology and LSA. 

Finally Chapter 5 presents a discussion of the thesis, conclusion and future work . 
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Chapter Two:  

Literature Survey 

       This chapter presents theoretical background about the ontology and the latent 

semantic analysis (LSA) technique. There are two main processes that are directly 

related to our work; the first is to build the ontology for a particular domain and the 

second is using the LSA technique to represent the data. 

 2.1   Theoretical Background  

This section presents the necessary theoretical background for  understanding  the 

topics  related to the thesis. 

  2.1.1  E-Recruitment  

 

       According to Mochol, M.,et al (2004) e-recruitment services are part of e-

government services that uses the technology for better performance and efficiency.      

Each domain of work has its own different job posting specifications that  depends on 

the market and the educational needs for  the job.  An organization needs to provide 

the full details in the job posting to describe the job. 

 The e-recruitment process in  an organization have four   main phases:  

1. Describing the requirements of the job position. 

2 .Publishing the job posting. 

3. Receiving of applications. 

4. Decision making.  
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  Nowadays, applicants can look for a job in any web site that provide e-recruitment 

services. Also, they can use the search engine to find a job. Applicants  must  submit a 

CV (Curriculum Vitae) to apply for a certain job posting. Additional information in 

the applicant CV gives more opportunities for applicants to provide more information 

about their qualification. The advantage of CVs over filling an application form is that 

applicants have a better opportunity to express themselves in their own way due to the 

absence of the limitations  that are  enforced  by the application forms. In the 

application forms approach, candidates fill their information in boxes and predefined 

templates. However, absence of the limitations   in the CVs make CVs harder to 

assess consistently. The evaluation of all received CVs in e-recruitment becomes a 

long and tedious process and takes time, effort and money especially when the 

number of applicants is very high.   

2.1.2   Ontology  

      The term ‘ontology’ is derived from the Greek words ‘onto’ which means being, 

and ‘logia’ which means written or spoken discourse. According to Gruber (1993),  

ontology is  an explicit specification of a conceptualization. Gruber (2007) defined it  

as a set of representational primitives that include classes, attributes and relationships 

that are used to model a domain of knowledge or discourse. Examples of classes 

include; sets, collections, or types of objects(person, animal, food, table, etc), 

examples of attributes include; properties, features, characteristics, examples of 

parameters that objects can have and share include; a Person class has the properties 

of gender, height, weight, hair color , mobile no ... etc, examples of relations include; 

Khaleel lives in karak and Karak is located in Amman. 
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      Deploying such ontologies in the domain of matching between CVs and job 

posting will enhance the selection in e-recruitment. Ontology provides a good method 

to understand a domain of interest to support communication between humans and 

computer (Maedche and Staab, 2001). 

The first step in building a new ontology is identifying the domain of the ontology 

and why the ontology is being built, the intended users. The second step is 

determining and specifying the sources which might be; documents, experts and 

existing ontologies. The third step is the actual building of the ontology using a 

suitable ontology building tool such as KAON, Protégé, etc. (Fernández-López M. 

1999)(Bermejo J. 2007). 

      In the ontology building process, according to Kayed(2010), extracting ontology 

concepts consists of concepts that are not only the most frequent terms, but also those 

that have high ontological relevance keywords. The ontology building process, 

according to Kayed(2010), is extracting the ontological concepts that consist of 

concepts that are not only the most frequent terms, but also those that have high 

ontological relevance keywords. 

 

2.1.3   Latent Semantic Analysis 

        LSA is an intelligent information retrieval technique that analyses collection of 

text to find the semantic meaning among the documents using mathematical 

algorithms.  LSA is a highly parameterized statistical method, and its effectiveness is 

driven by the setting of its parameters which are set differently based on the task 

(Cosma G. and Joy S, 2012).  
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LSA is also a statistical approach that analyzes the statistical relationships among 

words in a large accumulated text by using a method called (SVD) to find the global 

knowledge indirectly from local co-occurrence data in a large body of representative 

text. LSA finds a projection matrix that converts the high dimensional vector space 

representations of documents to a lower dimensional space built with latent factors 

(Deerwester S.  et al, 1990).  

       The application of LSA for information retrieval in literature dates back to 1988. 

LSA is also known as Latent Semantic Indexing (LSI), and the term LSI is used for 

tasks concerning the indexing or retrieval of information, whereas the term LSA is 

used for tasks concerned with analyzing texts such as automatic essay grading and 

text summarization. (Cosma, G., & Joy, M. (2012).  

        We used the LSA as a potential technique to support the e-recruitment. because 

of the variety  in the words  used to describe the CVs and job postings (Variety in the 

words that people use to describe the same thing (synonyms)), CVs and job posting 

matching methods often fail to retrieve the information that is used to measure the real 

similarity. Empirical evidence suggests that the likelihood of two people choosing the 

same keyword to describe a familiar object or concept is between 10% and 15% 

(Furnas, G. W., eta (1984). Furthermore, each  word may be  have more than one 

meaning (polysemy), which leads to irrelevant information being retrieved. From this 

perspective, exact lexical-matching methods are deficient for information retrieval( 

Dumais, S. T., eta(1988)) 
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       The LSA technique is comprised of mathematical algorithms that are applied to 

text collections. Initially a text collection is pre-processed and represented as a term-

by-documents  matrix containing terms and their frequency counts in files. 

      SVD decomposes this term-by-document matrix into separate matrices that 

capture the similarity between terms and between documents across various 

dimensions in space. These  matrices called   U, Σ and V*.  

The SVD of any matrix M is a factorization of the form: 

 

Figure 2-1: Factorization form for  matrix M. 

where U is a m×m real unitary matrix where a matrix U is unitary if: 

 

Figure 2-2: Unitary matrix  U. 

where I is the identity matrix and U * is the conjugate transpose of U. And Σ 

is an m×n  rectangular diagonal matrix (matrix in which the entries outside the 

main diagonal  ) ( are all zero) and V* (the conjugate transpose of V) is an n×n 

real or complex unitary matrix. (Golub and Van Loan 1996). 

       The aim is to represent the relationships between terms in a reduced dimensional 

space such that noise (i.e. variability in word usage) is removed from the data and 

therefore uncovering the important relations between terms and documents obscured 

by noise [Berry, M. W.,eta. (1995)). LSA aims to find the underlying (latent) 

relationships between different terms that have the same meaning but never occur in 

the same document. 
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2.1.4    Similarity Measure 

 

       The similarity measure reflects the degree of closeness or separation between 

objects.  Choosing  of  similarity measure is crucial to  find similarity, especially for a 

particular type of documents matching  and clustering algorithms. Distance measures 

represents  the distance or similarity between the two objects  as a single numeric 

value.  There are several similarity measures to calculate distance or similarity of  a 

text document. Huang, A. (2008). 

 Cosine Similarity 

 
Cosine similarity is one of the well known similarity measures  applied to text 

documents, such as in numerous information. When  two  documents are represented 

as term vectors, the similarity of two these documents corresponds to the correlation 

between the vectors. This is equal  the cosine of the angle between vectors.  

 

Given two document  ta  and tb  their cosine similarity is  

 
Figure 2-3: Cosine similarity equation . 

Where   ta   and    tb  :  m - dimensional  vectors  over  the term set  

T = {t1, . . . , tm}. Each dimension represents a term with its frequency  in the 

document, which is non-negative. As a result, the cosine similarity is non-

negative and bounded between [0,1]. 
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Euclidean Distance 

Euclidean similarity  is a standard metric for geometrical problems. It is the ordinary 

distance between two points and can be easily measured with a ruler in two or three 

dimensional space. It is widely used in clustering problems, including text clustering. 

It is also the default similarity  measure used with the K-means algorithm. 

Measuring similarity between text documents, given two documents,  the Euclidean 

distance of the two documents is defined as: 

 

Figure 2-4: Euclidean similarity equation . 

where the term set is T = {t1, . . . , tm}.  

  2.1.5    Clustering  

        Clustering is a statistical technique used to build many classes having similar 

properties, with each class containing  a set of details that have a high degree of 

association among other members of the same class  (Anderberg, M. R. (1973). 

Clustering algorithms can be classified according to: 

● The type of data that is passed to the clustering algorithm. 

● The clustering criterion defining the similarity between data points. 

● The theory and fundamental concepts on which clustering analysis techniques 

are based. 
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 According to the method and technique used  to define clusters, the algorithms can be 

broadly classified into the following types (Jain et al., 1999): 

● Partitional clustering attempts to directly decompose the collection  of text 

with  N  objects into M clusters such that no overlap is allowed,  and each item 

is contained in the most similar cluster to it . More specifically, they attempt to 

determine an integer number of partitions that optimize managing of data.  

● Hierarchical clustering produces a nested data set like a tree, where  each pairs 

of documents or clusters are successively linked together until every cluster in 

the data set is connected.  This is performed by merging smaller clusters into 

larger ones, or by splitting larger clusters into smaller ones. The result of the 

algorithm is a tree of clusters. 

●  The key idea of Density-based clustering is to group neighboring objects of a 

data set into clusters based on density conditions. 

● Grid-based clustering. This type of algorithms is mainly proposed for spatial 

data mining. Their main characteristic is that they quantize the space into a 

finite number of cells and then they do all operations on the quantized space. 

       According to Mount, D. (2005) in Partitional clustering category, K-Means is a 

commonly used algorithm.  



13 

 

 

 

The aim of K-Means clustering is the optimization of an objective function that is 

described by the  equation: 

 
Figure 2-5: Equation describe K-Means clustering. 

 

Where  mi  is the center of cluster Ci, while d(x,mi ) is the Euclidean distance 

between a point x and mi. Thus, the criterion function  attempts to find the 

distance between each point from to the center of the cluster to which the point 

belongs. 

K-Means  algorithm is composed of the following step:   

1 Initializing  a set of c cluster centers.  

2 Assigns each object of the data set to the cluster whose center is the 

nearest, and recomputes the centers.  

3 The process continues until the centers of the clusters stop 

changing. 

The main object of clustering is to separate a collection of unlabeled data set into a 

groups , rather than provide an accurate characterization of unobserved samples 

Baraldi (2002).  
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2.1.6  Tools  used .  

          MATLAB is a high-level language and has an interactive environment tools for 

numerical computation , visualization ,and programming. MatLab can be used to 

analyze data, develop algorithms, create models and applications, and build tools. It 

has built-in math functions that enables you to explore multiple approaches and reach 

a solution faster than with spreadsheets of traditional programming languages, such as 

C/C++ or Java.1 

 

         OntoGen is an ontology editor focusing on editing of topics that are  connected 

with each other in different types of relations . It has  two  components which are, the 

semi-automatic component and the data-driven component.  The semi-automatic 

component is an interactive tool that aids the user during the ontology construction 

process. It suggests: concepts, relations between the concepts, names for the concepts,  

provides a good overview of the ontology to the user through concept browsing and 

various kinds of visualizations. The  data-driven component is based on the 

underlying data provided by the user typically at the beginning of the ontology 

construction. The data reflects the structure of the domain for which the user is 

building ontology. OntoGen system combines text-mining techniques with an 

efficient user interface to reduce both: the time spent and complexity for the user.  It 

is chosen because it provides better flexibility for meta-modeling, enables the 

construction of domain ontologies; customize data entry forms to enter data. 

 

 

                                                           
1
 .(http://www.mathworks.com/products/matlab/)  
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      WordNet is a machine readable dictionary. It is a project  created at the Cognitive 

Science Laboratory at Princeton University  as  a measuring of Semantic Relatedness. 

This project contains only open-class words (nouns, verbs, adjectives, and adverbs).It  

does not contain closed-class words such as (pronouns, conjunctions, and 

prepositions). WordNet groups sets of synonymous word instances  into synonym 

sets.(Fellbaum, C. (2010)). 

Related Work  

       In 1996, two longtime friends and former bankers, Robert Ruff and Jeffrey Smith, 

started  Sovren Group which began as a staffing business with a focus on the financial 

and accounting markets. The company's sole business is providing the best parsing 

and matching components for recruitment intelligence and providing many services 

such as  Resume/CV Parsing and Semantic Matching solutions. Sovren offers two 

product lines: The Sovren Resume/CV Parser (Quickly extract a wealth of 

information from resumes and CVs in any format), and The Semantic Matching 

Engine (SME)( find the best matching candidates and jobs with this sophisticated 

profile matching engine)
2
 (Robert H.et al). 

       (Landauer,  K. et al ,1997), established novel theory of acquired similarity and 

knowledge representation .  By using  global knowledge indirectly from local co-

occurrence data in a large body of representative text ,  the approach is based solely 

on a general mathematical learning method that achieves powerful inductive effects 

by extracting the right number of dimensions  to represent objects and contexts. 

Relations  to other theories, phenomena, and problems are also sketched. 

                                                           
2
 http://www.sovren.com 
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        (Mochol, M. et al 2004)  proposed the application of semantic Web technologies 

in the recruitment domain. It used existing classifications and standards for ontology 

development in human resources that gived semantic annotation of job postings and 

job applications using controlled vocabularies, in contrast to the free-text descriptions, 

to give better results and improve query results to deliver an ordered list of the best 

candidates for certain job matching. 

        (Bizer, C. et al ,2005), described  how online recruitment processes can be 

streamlined using semantic web technologies. It also described prototypical 

implementation of the required technological infrastructure by focusing on the 

ontologies, the data integration infrastructure, and on semantic matching services. 

 They also  analyzed the potential economic impacts of the realization of the scenario 

from the perspectives of the different participants. 

        (Lv, H. et al 2006)  proposed an intelligent recruitment platform with a skill 

ontology-based semantic model and its matching algorithm, by which recruitment 

websites can automatically find the most appropriate job-seekers for a certain job post 

and positions for a job-seeker. The main idea of the research is converting the skill 

matching process into seeking the shortest path between two concepts vertexes in 

certain sub-ontology, and the total of edges’ weights along the shortest path measures 

the similarity between them. The smaller the weights total are, the more similar the 

skills are semantically. The research supposed that its framework of semantic 

matching can be    applied to some other fields such as computer aided industry 

design and manufacturing information engineering.       
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  (Yahiaoui, L. et al ,2006 ), proposed a scenario for  automatic e-recruitment through 

the web in which the applications and job descriptions are matched through semantic 

annotation and indexing based on competency profiles. It also used the semantic 

matching computation coefficient as a matching algorithm. 

         (Mochol, M. et al ,2007), proposed an e-recruitment methodology based on 

semantic web. They adopted the ontology from knowledge nets. They proposed an 

 approach of query approximation and showed how it is applied to the semantic job 

portal, which  improved  the results of job search. 

       (East W., 2008) provided a justification for the use of e-Government applications 

for public facility delivery projects. The costs and benefits from using such a system 

 in public practice in the US described. The emerging impacts of e-Government 

systems on the facility acquisition community are also identified. 

       (Bettahar F., 2009), proposed a project that focused on the semantic requirements 

of governments at local, intermediate and regional levels, that are needed to build 

flexible and interoperable tools to support the change towards e-Government services. 

They proposed an ontology to represent knowledge and to achieve the required level 

of semantic interoperability. The key feature of the system is a unique and multimodal 

ontology that are used simultaneously. This key features enables describing domain 

knowledge, adding semantics to agency services, indexing various documents in 

knowledge bases used by civil servants, and supporting the interaction between the 

users and the system. The research also  presented the challenges of using ontology in 

e-government environments, such as the lack of expressivity of the formalism chosen 

for interoperability in the project and the risk of inconsistency when the ontology 

changes.  
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        (Fazel-Zarandi, M. et al 2009 ), proposed an ontology-based hybrid approach to 

efficiently match job seekers and job descriptions. Their research used node-based 

semantic similarity measure which is a terminological matching technique. 

        (Lv, H., et al ,2010) proposed  a new semantic similarity methodology that is 

based on the distance of a concept tree structure which is both terminological and 

structural. This approach focused on electronic job recruitment process by analyzing 

the weight setting methods of a demand index by AHP. This creates a weighted sub-

ontology draw, which represents all special field skill concepts and their relationship. 

       (Amdouni, S.et al ,2010) proposed a framework that represents an automatic tool 

of CV analysis for purpose of normalizing the CV content according to the structure 

adopted by Europass CV. The CVs of this research was in French language. 

        (Kayed a.et al. 2010 ) developed  a new ontology in the domain of requirements 

engineering process for E-gov applications. The research provided common concepts 

and understanding of the requirements for many E-gov applications. This new 

ontology and concepts aids and enables software engineers to find out common 

concepts to  describe requirements for different domain models used in developing E-

gov applications. 

          (Lintean, M., et al. ,2010) investigated the impact of weighting schemes on 

LSA’s ability to capture semantic similarity between two texts. They worked with 

texts varying in size from sentences to paragraphs. The conducted experiments 

revealed that for sentence-level texts, a combination of type frequency local weighting 

in combination with either IDF or binary global weighting works best. For paragraph-

level texts, a log-type local weighting in combination with binary global weighting 
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works best. We also found that global weights have a greater impact for sententence -

level similarity as the local weight is undermined by the small size of such texts. 

          (Vincent J. et al, 2011) proposed an approach named "Unscholed and King 

ontology" is applied to develop semantic ontology models in the government service 

domain. Firstly, the approach is applied to build a government domain ontology. 

Secondly, the domain ontology is evaluated for semantic consistency using its semi-

formal representation in Description Logic. Thirdly, an alignment of the domain 

ontology with the Descriptive Ontology for Linguistic and Cognitive Engineering 

(DOLCE) upper level ontology is drawn to allow its wider visibility and to facilitate 

its integration with existing metadata standard. Finally, the domain ontology is 

formally written in Web Ontology Language (OWL) to enable its automatic 

processing by computers. 

        (Kayed, A. 2011), demonstrated several experiments to extract concepts to build 

ontologies that improved the description process for software components embedded 

in a web document. This paper built a new ontology (mainly concepts) for some 

software components that are then utilized to solve some semantic problems. The 

research collected many documents that describe components in .Net and Java from 

several and different resources. Concepts were extracted and used to decide which 

domain of any given description (semantic) is close or belong to. 

        (Stamatios, A. et al, 2012) investigated and researched the possibilities applying 

Semantic Web and the technologies that support it. Their findings was that the 

semantic web is expected to provide effective solutions concerning a better 

exploitation of the information offered as well as producing and managing knowledge 

in the field of e-Government. 
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Chapter Three:  

The Proposed Model 

 

This chapter presents our model for matching CVs with job postings which is 

combined of two techniques; ontology and LSA. Our model will be referred to as 

CVMM: CV Matching Model. This chapter explains the architecture of our proposed 

CVMM model and presents the process of building the ontology in the domain of e-

recruitment and also presents the process of applying the LSA technique and 

computing the semantic similarity between CVs and job postings using the cosine 

similarity. Building the ontology and applying the LSA are the two core concepts in 

our model. 

3.1   CVMM  Architecture.  

CVMM includes three main phases which are building the ontology, the generation of 

vector(applying LSA), and finding the semantic similarity by applying the cosine 

similarity. This Architecture is illustrated in Figure 3-1. 

 

 

 

 

Figure 3-1: Graphical description of CVMM. 
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3.2      Building the Ontology:  

        Building the ontology in CVMM focuses on concepts and instances to give a 

clear representation of all the words in the CV, without the need to use all the 

words. This allows an applicant to freely express information about himself and 

his qualifications starting from his education, experience, personal information 

and other interests. CVMM approach does not impose any restrictions or 

constraints on the format of the input CV or job posting that makes any CV in free 

text form acceptable. 

       In our work we used the teaching job postings in universities as the  domain 

because it is widespread in e-recruitment. The following steps details our CVMM 

implementation:  

1. Collecting CVs and job posting: we have used CVs for professors from the 

university of Jordan and job postings from multiple e-recruitment web 

sites (Bayt website and other similar sites) 

2. Extracting the ontological concepts: Building of ontology requires the use 

of ontology building tools such as OntoGen  and KAON.  This thesis uses 

OntoGen  to build the ontology. 

3. Finding the common concepts : We extracted the most frequent concepts 

from the concepts in step (2). This has been performed by developing a 

small program in C++ to develop the count. 

4. Pre-processing the common concepts: Spelling Correction, Separating 

concepts containing multiple words. This is necessary for the next step as 

the WORDNET accept only correct words and single word concepts.
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5. Finding the instances of concepts: This thesis used the WORDNET too to 

extract the instance. The WORDNED has a database of concepts and their 

instances. This step of the research where we utilize the existing ontology. 

6. Saving the processed concepts and their instances in a file to be used later. 

 

 These  steps are illustrated in Figure 3- 2. 

         

 

 

                                                                   

 

 

 

 

 

Figure 3- 2 : Building the ontology. 
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3.2.1  The Data Sets(sources  of ontology ) 

      The sources or datasets  needed  for  this  approach are collections of CVs and job 

posting files. We chose 44 CVs and 5 job posting in the teaching staff domain. These 

C.Vs and job postings don't abide to fixed or predefined form and are widespread in 

e-recruitment. The CVs and job postings were taken from diverse fields such as, 

chemistry, mathematics, physics, engineering, animals production. These collected 

CVs are of real employees of the teaching staff in the university of Jordan. The job 

posting were taken from official employment sites such as (Bayt website). 

3.2.2  Extracting the concepts. 

        After identifying the domain the sources of the ontology, the next step to 

extract the concepts. This is performed by using ontology building tools such as 

OntoGen. Ontological tools to extract a concepts from accumulated files. These 

concepts will be extracted from the datasets by ontology building tools such as 

OntoGen2.0. OntoGen is a semi-automatic and data-driven ontology editor focusing 

on editing of topic ontologies
3
. In OntoGen 2.0 tools, we can copy and extract the 

concepts and export them into a text file. Other ontology building tools do not offer 

the feature of exporting and copying the extracted concepts.  

                                                           
3
  (http://ontogen.ijs.si/) 
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In Figure 3-3, shows a screenshot of OntoGen 2.0 interface and it shows the extracted 

concepts for CV1 in the left part of tool, and right part show the visualization of 

relations between the concepts. 

                                  Figure 3-3 : OntoGen 2.0 interface . 

     The concept that extracted  from the all CVs and job posting  in accumulated 

data, will save in file named concepts to be used in the next step which is pre-

processing  the concepts to  find a common concepts by calculating the frequency 

for each  concept  in all the file. 

3.2.3 Pre-Processing the concepts 

    Concepts must be pre-Processed to be ready to be passed to the next steps; so that 

only concepts that have correct spelling will remain in the concept data file. 

Specialized programs might be used for this step, but in our case the data set was 

small enough that we could use MSWord to spell check the data. 
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The following is a list of pre-processing steps: 

 

1. Spelling Correction. 

2. Separating concepts containing multiple words . 

3. Removing single letter words and stopping words such "at", "or", "is" ... etc. 

 

      The following example shows concepts after and before processing. The concept 

before processing is "{academic_as, assistant_professor ,committee_ph ,of, 

research_1, production_ effect}" and the concept after processing is "{academic , 

assistant , professor ,committee , research, production , ph, as, effect}". 

3.2.4 The common concepts 

        The common concepts are the concepts that everyone agreed to use in writing 

his CV. These concepts will have high frequency because they are repeated in more 

than one CV at least, and any concepts with high frequency are considered to be 

common concepts. 

      To find the frequency we used a custom word counter program written in C++. 

The threshold frequency for a common concept was set to "2" which means that each 

concept must appear in two CV files to be classified as a common concept. By 

applying word counter program on the file of concepts from the previous stage we got 

90 concepts as common concepts and these common concepts. 

Table 3-1 presents the most common concepts that appeared in the CVs and job 

postings. All common concepts was saved in file called common 

concepts to be used in next step. 



26 

 

 

Table3-1 shows  a sample of concepts with  frequency. 

Concept Frequency  Concept Frequency 

research  126 academic  12 

teaching  44 Conference 48 

related  41 committee  77 

scientific  41 production  77 

training  41 effects  71 

workshop  39 education  23 

university  34 meeting  23 

Table 3-1:sample of concepts with frequency. 

3.2.5 Instances of concepts: 

         Instance is an individual ground-level object of a concept, and some concepts 

have instances that are used more frequently than other instances of the same concept. 

Also some instances are used more frequently than its concept. For example, the 

concept "academic" have many instances such as "assistant professor" and "associate 

professor". 

To find the instances for common concepts we used a machine-readable 

dictionary, such as WordNet
3
, which is a large lexical database of English 

nouns, verbs, adjectives and adverbs grouped into groups of cognitive synonyms. 

synonyms. For more details see http://wordnet.princeton.edu/. 
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Figure 3-4 Illustrates the instances of the concept "academic". 

Figure 3-4 : WordNet interface. 

     Our data set produced more than 200 instances, and these instances were filtered 

were by the same threshold (minimum frequency of two instanced). The filtration 

produced 32 common instances. 

3.2.6 Vector Generation ( applying  LSA): 

        In this step a vector is generated for each CV and for each job posting by 

applying the LSA. The generated vector represents the frequency of concepts and 

instances that are contained  in the relevant CV or job posting. 

The LSA Vector Generation process involves the following steps, and this process is 

illustrated in (3-5). 

1- Creating a matrix of CVs and job postings by transforming the data in CVs and job 

postings into a m×n matrix such that m is the number of CVs and job postings, and n 

 is the number of concepts and instances. 
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Vector generation  

 

Create concepts-by–CVs matrix  

     

                                                                            

2- Applying the SVD (Singular Value Decomposition). The result of Appling the 

SVD to the matrix produced by step(1) is a new  matrix that contains a vector 

representation for each CV and job posting.  

This processes is  illustrated in Figure 3-5   

 

 

 

 

 

                                                                             by MATLAB tool (Appling SVD) 

 

 

Figure 3-5 : Vector generation process. 

3.3.1 Creating the Concepts -by-CVs  Matrix: 

      The first step in applying LSA is to transform all the data in job postings and CVs 

into a two dimensional matrix. The matrix has M rows and N columns, which each 

row Mi representing a CV or job posting vector, and each column Nj representing a 

concept or instance vector. A cell(i,j) contains the frequency of concept(j) in cv(i). 

The matrix was generated with aid of a software application we developed and named 

it " word frequency counter ". This program accepts the concepts, instances, CV files, 

job posting files as inputs and produces the matrix as  

output. 

        Table (3-2) shows an sample of the original matrix. The first row in the matrix 

has all the concepts and the instances from the ontology(dentistry, degree, crop, 

members). The first column contains the name of CVs and job postings. As a 

Repository for the 
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CVs and job 

postings 
Ontology  

Concepts and instance   Files    

By C++ program  

Matrix concepts –by - CVs 

Matrix of Vectors  for each CV and  job posting  
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clarification, the element in cell A[1,2] has the values of 2, which is the frequency of 

concept (degree ) in CV1 and cell A[3,5]= 1,which is the frequency of the concept 

"conferences" in CV3. 

Also, each row M represents a CV as a vector and an example is the vector for CV1 

,which is the listing of counts of all  frequencies in this CV.  

The vector for CV1 is : "{0 0 2 0 4 6 0 ............ 0 0 0 01 12 0........0 0 4 }".Alco, each 

column N represents a concepts vector. An example of a concepts vector is the vector 

of C1 which is "{0 15 0 0 0 0 0 0 0 0 0 0 0 0 ...........0 0 0 0 }".     

 

 

Table 3.2 :sample of data  from  matrix (concepts _by_CVs). 



30 

 

 

3.3.2  Apply a mathematical algorithms SVD. 

         The basic ideas of applying SVD is to  take a high dimensional , highly variable 

set of data and reducing it to a lower dimensional space that exposes the substructure 

of the original data more clearly and orders it from most variation to the least. (Baker, 

K. (2005)). 

 

The result of applying SVD will decompose the original Matrix into three other 

matrices (an illustrative fragment of them is shown in Tables 3.3, 3.4, and 3.5.): 

 

 Unxn ,   Snxp   , V
T

pxp 

 

where U and V  are unitary matrices, V
T
 is the conjugate transpose of V, and S is a 

diagonal matrix. (see 2.3). Then, the matrix M' (the vectors-matrix) is calculated 

from: 

 

M'= Unxn x  Snxp  x VT
pxp  

Figure  3-6: Equation to  calculate M'  

M' is the matrix that contains  a vector  for each CV and job posting. 

All matrix operations are conveniently performed by MATLAB.  
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    Table 3.3 : Unitary matrices U. 

-0.198 0.232 0.13 -0.266 0.837 -0.071 

-0.258 0.378 0.613 0.216 -0.295 -0.456 

-0.061 -0.003 0.001 -0.025 0.004 0.014 

-0.234 0.126 -0.187 0.23 0.048 0.065 

-0.033 0.025 -0.003 0.014 0.011 0.015 

-0.213 0.083 -0.032 0.195 0.066 0.069 

-0.079 0.095 0.02 -0.051 0.139 -0.008 

-0.065 0.157 -0.227 -0.319 -0.216 -0.071 

-0.066 0.072 0.008 -0.036 0.027 -0.017 

-0.168 -0.055 -0.416 0.393 0.107 -0.454 

-0.056 0.068 0.004 -0.016 0.044 0.001 

-0.07 0.135 -0.159 -0.255 -0.107 -0.041 

-0.066 0.01 -0.081 0.042 0.039 -0.142 

-0.053 0.034 -0.006 0.008 0.012 0.01 

-0.064 0.036 -0.013 0.003 0.012 0.008 

-0.094 0.071 -0.043 0.038 -0.017 0.075 

-0.199 0.057 0 0.051 -0.046 0.253 

-0.247 -0.438 0.095 -0.171 -0.041 -0.284 

-0.137 -0.114 -0.007 -0.077 -0.05 0.12 

-0.058 -0.014 0.021 -0.015 -0.006 -0.011 

-0.217 -0.176 0.047 -0.085 -0.019 0.09 

-0.283 -0.274 -0.033 -0.05 0.012 -0.049 

Table  3-3 presents  the sample from  unitary matrices U. 

           

 Table 3-4: diagonal matrix. 

255.4872 0 0 0 0 0 

0 105.5309 0 0 0 0 

0 0 88.01752 0 0 0 

0 0 0 80.92674 0 0 

0 0 0 0 76.1892 0 

0 0 0 0 0 70.58321 

Table 3-4: presents  the sample from  diagonal matrix . 
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              Table 3.5: V
T
 the conjugate transpose of V(sample ) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table  3-5 presents  the sample from  conjugate transpose V
T

 

-0.058 0 -0.02 -0.056 0.018 -0.017 

-0.024 -0.006 -0.008 -0.059 -0.033 -0.031 

-0.218 -0.59 0.038 -0.185 -0.061 -0.294 

-0.125 -0.239 0.028 -0.096 -0.043 0.047 

-0.037 -0.011 0.058 0.009 -0.038 -0.071 

-0.04 0.018 -0.022 -0.025 -0.034 0.053 

0 0 0 0 0 0 

-0.03 0.011 -0.021 0.001 -0.012 0.016 

-0.049 0.028 -0.028 -0.034 -0.016 -0.014 

-0.053 0.052 0.077 0.052 -0.046 -0.013 

-0.022 0.011 -0.015 -0.005 0.002 0 

-0.001 0.001 -0.003 0.002 0 0.001 

-0.018 0.03 0.008 -0.045 0.129 0.006 

-0.026 0.047 0.073 0.031 -0.037 -0.078 

-0.002 0.007 0.014 0.005 -0.008 -0.013 

-0.003 -0.002 -0.004 0 -0.001 -0.001 

-0.056 0.082 -0.153 0.119 -0.016 0.065 

-0.115 0.203 -0.427 0.331 -0.007 0.011 

-0.01 0.009 0.023 0.01 -0.016 0.025 

-0.003 0.006 -0.006 0.008 0.002 0.002 

-0.101 0.002 0.046 -0.003 0.071 -0.027 

-0.144 0.016 0.044 0.014 -0.044 0.054 

-0.035 0.035 -0.03 -0.019 0.032 0.001 
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Table 3-6: The original matrix M' 
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 *    *    *     *       *      *      *     * 

c
o

n
c
e
p

t.
n

 

cv1 
5.16 0.27 -1.41 -0.13 0.03 0.32 0.03  *    *    *     *       *      *      *     * 

1.46 

cv2 
1.85 1.61 0.44 -2.03 8.4 0.83 0.02  *    *    *     *       *      *      *     * 

 0.99 

cv3 
1 0.44 3.62 2.25 0.48 0.71 0  *    *    *     *       *      *      *     * 

 0.35 

cv4 
2.71 0.1 -0.48 2.1 0.81 2.64 0.02  *    *    *     *       *      *      *     * 

 1.63 

cv5 
0.43 0.06 -0.27 0.33 0.17 0.39 0  *    *    *     *       *      *      *     * 

 0.22 

cv6 
2.31 0.01 1.9 3.12 1.35 2.09 0.02  *    *    *     *       *      *      *     * 

 1.28 

cv7 
1.56 0.31 -1.21 0.07 0.34 0.66 0.01  *    *    *     *       *      *      *     * 

 0.57 

cv8 
2.6 2.67 0.37 0.53 0.04 2.35 0.01  *    *    *     *       *      *      *     * 

 0.95 

cv9 
1.18 0.49 -0.04 0.43 0.56 0.74 0.01  *    *    *     *       *      *      *     * 

 0.47 
cv1
0 

2.1 0.21 14.4 0.82 1.79 -0.36 0.01  *    *    *     *       *      *      *     * 

 1.3 

* 
0.95 0.26 -1.07 0.07 0.33 0.62 0.01  *    *    *     *       *      *      *     * 

 0.4 

* 
2.37 2.02 0.15 0.65 0.03 1.92 0.01  *    *    *     *       *      *      *     * 

 0.85 

* 
1.14 0.46 4.92 0.73 0.83 0.13 0.01  *    *    *     *       *      *      *     * 

 0.48 

j.p1 
2.17 1.12 13.5 8.39 0.86 1.93 0  *    *    *     *       *      *      *     * 

 0.67 

j.p2 
0.9 0.46 4.7 2.38 0.73 0.54 0  *    *    *     *       *      *      *     * 

 0.29 

* * * * * * * * 
 *    *    *     *       *      *      *     * 

 * 

j.pn 
1.67 0.74 7.99 6.4 0.7 1.95 0.01  *    *    *     *       *      *      *     * 

 0.62 
 

Table 3-6 presents the  final  matrix of vectors  M' that will be used in calculating the 

similarity between CVs and job posting. 
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      In this matrix we see the purpose of applying SVD which is to use the reduced 

dimensionality representation to identify similar concepts and CVs. From matrix M' 

each CV represents as a vector (row in M') . 

3.3 Finding  Similarity To Match  CVs And Job Posting. 

        In the previous step, by applying the LSA and SVD, we produced a vector for 

each C.V and for each job posting. Each of these vectors represents a semantic 

description of the corresponding C.V and job posting. These vectors are used in 

finding the similarity between CVs job postings, by applying the "Cosine Similarity" 

on between two vectors, one representing the job posting, and one representing the 

CV. 

     Applying the "Cosine Similarity" results in a value between 0 and 1, with number 

0 denoting that there is no similarity and number 1 denoting that two vectors are 

identical. The equation for applying the Cosine Similarity is shown in Figure 3-7. 

 

            Cosine (v1,v2) =        V1 * V 2      .    

                                                      ||V 1|| * ||V2||  
 

Figure 3-7 :Equation of cosine similarity. 

Where  V1: CV vector, V2: job posting vector . 
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Chapter four 

Clustering  of CVs 

This chapter briefly presents the background of the clustering technique and presents 

how our approach  enhanced the clustering process by building the clusters that are 

based on the vectors in the steps outlined in section 3.3. What distinguishes our 

enhanced clustering methodology is that the vectors are based on concepts and 

instances. 

4.1Clustering   

       Clustering is considered to be one of the most important techniques in data 

mining. The algorithms and techniques of clustering's enables to separate data items 

and objects into groups called clusters. Members of each cluster, have similar 

properties, (Konda .S 2007), Bandyopadhyay, S.(2002). 

       Clustering is also defined as  a statistical technique used to build classes as one 

structure with each class having a set of details that have a high degree of association 

between members of the same class, (Anderberg, M.R.(1973)). Figure 4.1 :shows an 

example of Clustering : 

                                 Figure4-1:DataClustering.
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According to Berkhin, P. (2006), there are two main types or techniques of clustering: 

1- The simple non-hierarchical methods (partitioning): This method divides the    

collection of text that contains N objects into M clusters. In this method meta      

overlapping isn't  allowed and each object membership is assigned to only one 

cluster, which is  the closest group or cluster. 

 

2- Hierarchical methods : This method produces nested datasets like a  tree, where  

each pairs of documents or clusters are successively linked  together until every 

cluster in the data set is connected. 

 

The basic steps to develop clustering process according to Halkidi, M.,et al(2001). are 

presented in figure5-2.These steps  can be summarized as follows: 

 

1- Document representation: The goal of this step is to properly represent the 

features in documents and files in a structure that is acceptable by the 

clustering process. 

 

2- The clustering algorithm: The goal of this step refers to choose the most    

appropriate clustering algorithms. Examples  of existing clustering algorithms 

are; K-Means, Fuzzy. 
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4.2 Clustering  of CVs and job posting : 

Clustering in the field of e-recruitment aids in the filtration process, by dividing the  

CVs and job postings into clusters. Each cluster contains similar CVs and job 

postings. 

A typical document clustering activity involves the following steps(Jain and 

Dubes1988): 

   (1) Document representation (optionally including feature extraction and/or 

selection). 

   (2) Definition of a document proximity measure appropriate to the data domain. 

   (3) Clustering or grouping (clustering algorithm selection). 

   (4) Data abstraction (if needed). 

   (5) Validation of results. 

 

Figure 4-2 : Show the basic steps of the clustering process 

 

 
Figure 4-2 :clustering process. 
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      Our research enhanced the traditional clustering process by providing the vectors 

resulting from the steps outlined in section 3.3 (which are more accurate because they 

are based on concepts and instances) as inputs to the clustering process. Table  4-1 

shows fragments of the vectors of CVs and job postings are passed as inputs to the 

clustering process. 

Table  4-1 : The vectors of CVs. 

 

4.3 Experiment result 

      To investigate the validity of our enhanced clustering approach, we applied our 

clustering technique, in which vectors(the inputs to the clustering algorithm) are based 

on concepts and instances, on a set of CVs. We also applied the traditional clustering 

technique in which CV vectors are based on keywords. The results of the two 

applications are compared to the clustering of a human expert. We use K-Means as 

the clustering algorithm. 

Table 4-2 : Shows the clustering by the human expert. This table is used to judge the 

accuracy of both clustering methods under question. The next sub-sections in this 

section show the results of the two clustering methods. 



39 

 

Table 4-2: Expert clustering of CVs and job posting. 

 

4.3.1  Clustring based on Concepts and Instances. 

       Table 4-3 presents the results of clustering 20 CVs and 5 job postings in our 

approach. 

The K-means algorithm was implanted using an open source program written in C# 

language. We had to make small modifications to the code to implement our 

approach.  

Table 4-3: Clustring based on Concepts and Instances. 

Clusters  1 2 3 4 5 

CV13 

CV14 

CV17 

CV12 

 

CV3 

CV8 

CV15 

CV1 

CV6 

CV19 

CV2 

CV16 

CV20 

CV4 

CV9 

CV18 

CV5 

 

CV7 

CV11 

CV10 

 

C
V

s 
a

n
d

  
J

o
b

  
p

o
st

in
g

 i
n

 c
lu

st
er

 

CVs  

 

 

 

    

j.ps 

j.p1 j.p2 j.p3 j.p4 j.p5 

 

cluster  matching  CVs  Total 

matches 

 (1)  J.p1,CV12,CV17, CV13,CV14 5 

 (2) J.p2,CV1,CV6,CV8,CV10 5 

 (3) J.p3,CV3, CV2,CV16,CV18,CV19,CV20 7 

 (4) j.p4,CV4,CV5,CV9,CV15 5 

 (5) CV7,CV11, J.p5 3 
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In table 4-3, we can clearly see that each cluster have many CVs and one job posting . 

Each job posting has good similarity with many CVs. 

Compared to the experts clustering, 20 out of 25 CVs and job postings  was put  to 

its correct cluster, which means  a success rate of 80 %. 

4.3.2  Clustring by Tradational Approach.  

Table 4-4: shows the results of clustering 20 CVs and 5 job postings according to the 

traditional keyword approach. Those CVs were the same used in section 4.2. 

(used TextClustering tool). We used Text Clustering as cluster tool and K-Means as 

the clustering algorithm. Figure 4-3:shows interface for  TextClustering tool. 

 

Figure 4-3: Text Clustering tool. 
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Table 4-4: show the result of clustering CVs in traditional approach. 

Clutters  1 2 3 4 5 

CV3 

CV13 

CV14 

 

CV8 

CV15 

CV1 

CV12 

CV2 

CV6 

CV10 

CV20 

CV19 

CV4 

CV9 

CV18 

CV5 

 

CV16 

CV7 

CV11 

 

 

C
V

s 
a

n
d

  
J

o
b

  
p

o
st

in
g

 i
n

 c
lu

st
er

 

CVs  

 

 

  

j.ps 

j.p 1 j.p2 j.p3 j.p4 j.p5 

 

  By comparing the result in table 4-3 to the experts judgment , we can see that 7 CVs 

were not put in right cluster and 18 CVs and job postings were correctly clustered. 

The success rate is 72% . 
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Chapter five 

Experimental Results 
 

To investigate the validity the CVMM, we applied it, on a set of CVs. We also 

applied the other traditional approaches(shown in table 5-1) on the same set. The size 

of the sample was 44 CVs. The results of these applications are compared to the 

judgment of a human expert. 

Measure  Description 

Expert The similarity measure obtained from  experts judgment (as a base measure). 

Keyword  similarity measure between common keywords in job posting and  CVs (without LSA) 

COS-Word 

(Traditional LSA) 

Cosine similarity measure between CVs and job posting using all words as a vector    

(with LSA ) 

COS-(Concepts only ) Cosine similarity measure between CVs  and job posting using concepts only  as a 

vector (with LSA ) 

CVMM Cosine similarity measure between CVs  and job posting using concepts and instances ( 

with LSA) 

 

Table 5-1: Glossary of approaches. 

 

    This chapter is organized into sections with each section showing the similarity 

between samples of each the CVs and the matched job posting in each approach. It 

also compares the result of applying the approach with the result of the expert 

judgment.  
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5.1 The expert judgment (keyword): 

       In order to correctly judge the accuracy of our approaches, we have to compare 

them with the judgment and results of an expert. The overall number of CVs was 44 

and the overall number of job postings was 5. The job postings were related to the 

following field : Engineering, Mathematics, Animals and Plants, Chemistry, and 

Physics. 

Table 5-2 presents the job postings in the conducted experiments along with CVs that 

are classified to be a match for each job posting. Each row, represents all the CVs that 

match one job posting. For example, the CVs (CV7,CV11, CV44) are classified to 

match the job posting(J.p5).  

Table 5-2 :Expert CVs-Job postings matching. 

 

 

 

Job posting  matching  CVs  Total 

matches 

Engineering 

(J.p1)  

CV12,CV17,CV22,CV24,CV13,CV14,CV37 7 

Mathematical 

(J.p2) 

CV1,CV6,CV8,CV10,CV26,CV27,CV40,CV42,CV25 9 

Animal and plant  
(J.p3) 

CV3, CV2,CV16,CV18,CV19,CV20,CV21,CV23 

,CV30,CV31,CV32,CV33,CV34,CV35,CV36 

15 

Chemistry  

(J.p4) 

CV4 ,CV5,CV9,CV15,CV28,CV29,CV38,CV39,CV41, CV43 10 

Physics  

(J.p5) 

CV7,CV11, CV44 3 
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Figure 5-1 :shows the CV12 that are matching the engineering job posting 

   

We see from figure 5-1, CV12 Belonging to a professor of engineering.  
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Figure 5-2 : CV7 that is  matching  physics job posting: 
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5.2   The similarity (keyword) : 

Table 5-3: shows fragment of the results of matching according to the keyword 

approach. 
 
 
Expert  similarity  

 
 

J.ps CVs 

 
 
Expert  similarity  

 
 

J.Ps   CVs 

No 0.77 J.P1  CV11 No 0.83 J.P1  Cv1 

Yes 0.74 J.P1  CV12 Yes 0.84 J.P3  Cv2 

Yes 0.79 J.P1  CV13 No 0.72 J.P1  Cv3 

Yes 0.74 J.P1  CV14 No 0.81 J.P1  Cv4 

No 0.83 

J.P3  

CV15 No 0.87 

J.P1  

CV5 

Yes 0.80 

J.P3  

CV16 No 0.68 

J.P3  

CV6 

No 0.77 

J.P3  

CV17 No 0.68 

J.P1  

CV7 

No 0.70 

J.P1  

CV18 Yes 0.83 

J.P2  

CV8 

Yes 0.83 

J.P3 

CV19 No 0.77 

J.P1 

CV9 

Yes 0.82 

J.P3  

CV20 No 0.72 

J.P3  

CV10 

 

In this section we used  all keywords  in CVs and job posting  to find the similarity.  

We extracted  all the words from each job posting after removing stopping words and 

comparing  and calculating  how many word from these words appear in each CV 

(Ex: the first job posting contain around 50 word when match with first CV just 16 

word appear). To find the similarity between CV and job posting we compute the 

percentage of words appearing in the CV to the total number of words  in the job 

posting. 
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 5.3  COS-Word (Traditional LSA) : 

 

  Table 5-4: shows fragment of the results of matching according to the LSA(Word) 

approach. 

 
Expert  similarity  

 
J.ps CVs 

 
Expert  similarity  

 
J.Ps   CVs 

No 0.93 J.P3  CV11 No 0.93 J.P5  Cv1 

No 0.93 J.P3  CV12 Yes 0.71 J.P3  Cv2 

yes  0.87 J.P1  CV13 Yes 0.84 J.P3  Cv3 

No 0.87 J.P4  CV14 No 0.64 J.P3   Cv4 

No 0.75 

J.P3  

CV15 No 0.85 

J.P3 

CV5 

No  0.75 

J.P4 

CV16 Yes 0.87 

J.P2  

CV6 

No 0.48 

J.P4  

CV17 No 0.69 

J.P3  

CV7 

Yes 0.71 

J.P3  

CV18 No 0.62 

J.P4  

CV8 

Yes 0.71 

J.P3 

CV19 Yes 0.71 

J.P4 

CV9 

Yes 0.94 

J.P3  

CV20 No 0.88 

J.P3  

CV10 
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5.4  COS-(Concepts only ): 

Table 5-5 presents a fragment from result of the matching in the LSA with Concepts 

approach (without instances). 

 
Expert  similarity  

 
J.ps CVs 

 
Expert  similarity  

 
J.Ps   CVs 

No 0.79 J.P1  CV11 Yes 0.89 J.P2  Cv1 

No 0.83 J.P5  CV12 Yes 0.77 J.P3  Cv2 

No 0.89 J.P1  CV13 No 0.86 J.P4  Cv3 

No 0.87 J.P1  CV14 No 0.87 J.P5  Cv4 

Yes 0.85 

J.P1  

CV15 No 0.88 

J.P5 

CV5 

Yes 0.85 

J.P4  

CV16 No 0.89 

J.P3  

CV6 

No 0.85 

J.P4  

CV17 No 0.87 

J.P1  

CV7 

No 0.74 

J.P4  

CV18 No 0.90 

J.P1  

CV8 

No 0.86 

J.P4 

CV19 No 0.70 

J.P5 

CV9 

No 0.83 

J.P4  

CV20 No 0.90 

J.P3  

CV10 
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5.5   CVMM (Our proposed approach): 

Table 5-6 presents a fragment from result of the matching in our approach (Ontology 

that is based on concepts and instances). 

  Table 5-6: the result of matching  using LSA and ontology.  

 
Expert  similarity  

 
J.ps CVs 

 
Expert  similarity  

 
J.Ps   CVs 

Yes 0.78 J.P5  CV11 Yes 0.96 J.P2  Cv1 

Yes 0.84 J.P1  CV12 Yes 0.75 J.P3  Cv2 

Yes 0.82 J.P1  CV13 Yes 0.94 J.P3  Cv3 

No 0.84 J.P3  CV14 No 0.87 J.P5  Cv4 

No 0.78 

J.P3  

CV15 Yes 0.76 

J.P4  

CV5 

No 0.77 

J.P3 

CV16 Yes 0.94 

J.P2  

CV6 

Yes 0.86 

J.P1  

CV17 Yes 0.74 

J.P5  

CV7 

Yes 0.90 

J.P4  

CV18 No 0.85 

J.P5  

CV8 

Yes 0.91 

J.P4 

CV19 No 0.82 

J.P1 

CV9 

Yes 0.92 

J.P4  

CV20 Yes 0.85 

J.P2   

CV10 
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5.6   Analysis of experimental results. 

This section summarizes and analyzes the results presented in this chapter. 

 

Table 5-7: shows the success rates of all other approaches. 

 

 

The first approach(keywords) has classified 17 CVs correctly and 27 CVs incorrectly. 

The accuracy rate was 38% and the mismatch rate was 62%. 

The second approach(traditional LSA) has classified 23 CVs correctly and 21 CVs 

incorrectly. The accuracy rate was 52% and the mismatch rate was 48%. 

The third approach(concepts only) has classified 11 CVs correctly and 33 CVs 

incorrectly. The accuracy rate was 25% and the mismatch rate was 75%. These results 

reveal that using ontology based on concepts did not enhance the matching process, 

nor it enhanced the LSA. The reason of this is that many of concepts extracted from 

the CVs and job postings were eliminated in the ontology building process because of 

its low frequency. 

Approaches   Success  
Rate  

Keyword  38% 

COS-Word 

(Traditional LSA) 

52% 

COS-(Concepts only ) 25% 

CVMM 84% 
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Our approach has classified 37 CVs correctly and 7 CVs incorrectly. The accuracy 

rate was 84% and mismatch rate was 16%. It is clear from these results that our 

approach achieved the highest accuracy rate. We attribute this high accuracy to the 

usage of ontology that is based on instances, which is the core idea of this thesis. 

Figure 5-3: shows a chart for result of all approaches. 

 

 

Figure 5-3: Chart for result of all approaches. 
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Chapter Six 

Conclusion and Future Work 

6.1    Conclusion 

 

         The proposed CV matching methodology could match between CVs and job 

posting depending on their semantic similarity and the process of matching is able to 

match between CVs and job postings from all domains. The proposed methodology 

does not impose a specific  form to write the  CV and the job posting. Our matching 

methodology proposes two techniques for matching, one dependent on the cosine 

similarity, and the other dependent on the clustering to calculate the distance between 

a CV and a job posting. 

 

       Combining ontological concepts and LSA, as performed by our methodology, 

produced more accurate results than all other traditional approaches. We were able to 

prove the  accuracy and efficiency of our approach by applying it on a sample of CVs 

and job postings and calculating the similarity, and comparing the results from 

applying other  approaches on the same sample. The success rates of the proposed 

matching system were the highest among all conducted experiments. The traditional 

approaches in which we compared our work are : the keyword matching approach, the 

traditional LSA approach and the LSA by concept approach. 
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6.2   Recommendations and  Future work 

 

        This research focused on the e-recruitment domain. Covering more domains 

using the proposed system, will enable more and more domains to utilize our 

methodology for better efficiency. Also, achieving more accurate results is still a topic 

of continuous and constant research. 
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APPENDICES 

Appendix  A: 

C++ Program to find frequency of concept and return a common concepts  in CVs 

and job posting.    

#include <iostream> 

 #include <map> 

 #include <set> 

 #include <string> 

 #include <fstream> 

 #include "vector" 

#include <algorithm> 

 #include <string> 

using namespace std; 

int WordFreq(char *pcFileName,char  *pcFileName1,char *pcFileName2 ,char 

*pcFileName3,int a)  { 

       vector<string> AllWordVec; // vector with all word inc duplicates 

      set<string> UniqueWords; // set with only unique words 

     map<string, int> WordFreq; // Map of words and their frequencies 

     string word; // Used to hold input word  

              if (0 == pcFileName)   {             

cout << "Null input provided" << endl; 

                       return 1; } 

// Open the input text file 

 ifstream InputFile(pcFileName); 

ifstream InputFile1(pcFileName1); 

ofstream OutputFile2(pcFileName2); 

ofstream OutputFile3(pcFileName3); 

if (!InputFile.is_open()) { 
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 cout << "Can not open the file" << endl; 

 return 1; 

 } 

if (!InputFile1.is_open()) { 

 cout << "Can not open the file" << endl; 

 return 1; 

 }  

// Read all tokens from the input file 

 while (InputFile >> word) { 

 //-- Read unique words/tokens; this is set, so no duplicates 

  std::string data = word ; 

  std::transform(data.begin(), data.end(), data.begin(),::tolower ); 

 UniqueWords.insert(data); 

 }  

//-- Read all words/tokens in the sequence 

 while (InputFile1 >> word) 

 { 

  std::string data = word ; 

  std::transform(data.begin(), data.end(), data.begin(),::tolower ); 

  AllWordVec.push_back(data); } 

vector<string>::iterator vWord; // for iterating thru all words 

 set<string>::const_iterator UWord; // for iterating thru unique words 

for (UWord = UniqueWords.begin(); UWord != UniqueWords.end(); ++UWord){ 

 // check for unique word in the AllWordVec vector 

 for(vWord = AllWordVec.begin(); vWord != AllWordVec.end(); vWord++ ) 

 { 

 if (!(*UWord).compare(*vWord)) 

 { 

 // word matched, count this 
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 WordFreq[*UWord]++; 

 }}} 

// Write count, word 

 map<string, int>::const_iterator iter; 

 for (iter = WordFreq.begin(); iter != WordFreq.end(); ++iter) { 

     a++;     

OutputFile2<< iter->first <<<<  iter->second <<endl; 

OutputFile3<<  iter->second << endl; } 

             return a;}   

// main function 

 int main() {  

 int q; 

char*fnamame[50]={"1.txt","2.txt","3.txt","4.txt","5.txt","6.txt","7.txt","8.txt","9.t

xt","10.txt","11.txt","12.txt","13.txt","14.txt","15.txt","16.txt","17.txt","18.txt","1

9.txt","20.txt","21.txt","22.txt","23.txt","24.txt","25.txt","26.txt","27.txt","28.txt",

"29.txt","30.txt","31.txt","32.txt","33.txt","34.txt","35.txt","36.txt","37.txt","38.txt

","39.txt","40.txt","41.txt","42.txt","43.txt","44.txt","45.txt","physics.txt","chemis

try1.txt","anmailsciences.txt","math.txt","Engineering.txt"}; 

for (int i=0;i<45;i++) { 

cout <<endl<<fnamame [i]<<endl;   

q=WordFreq("segaconcept.txt","segaconcept.txt","ee.txt","ee1.txt",0); 

cout<<""<<endl;  

//cout<<q;}  

 system("pause");  

 return 0; } 
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Appendix B :  

1. the result of keyword approach (similarity between CVs and job posting). 

expert 
J.p5 J.p4 J.p3  J.p2 J.p1 

Job.posting 

 CVs 

No 0.73 0.7 0.8 0.73 0.83 CV1 

Yes 0.74 0.72 0.84 0.69 0.77 CV2 

No 0.63 0.55 0.65 0.61 0.72 CV3 

No 0.7 0.69 0.77 0.68 0.81 CV4 

No 0.78 0.63 0.69 0.73 0.87 CV5 

No 0.66 0.57 0.68 0.62 0.67 CV6 

No 0.66 0.6 0.67 0.6 0.68 CV7  

Yes 0.65 0.72 0.83 0.64 0.74 CV8 

No 0.73 0.54 0.66 0.7 0.77 CV9 

No  0.63 0.66 0.72 0.6 0.7 CV10  

No 0.69 0.62 0.74 0.66 0.77 CV11  

Yes 0.69 0.59 0.7 0.64 0.74 CV 12  

Yes 0.66 0.59 0.7 0.59 0.79 CV13  

Yes 0.65 0.54 0.68 0.65 0.74 Cv14  

No 0.62 0.71 0.83 0.58 0.66 Cv15 

Yes 0.72 0.69 0.8 0.68 0.74 CV16 

No 0.73 0.62 0.77 0.7 0.74 CV17 

No 0.67 0.57 0.68 0.62 0.7 CV18 

Yes 0.67 0.65 0.83 0.57 0.74 CV19 

Yes 0.73 0.75 0.82 0.69 0.79 CV20 

Yes 0.73 0.71 0.8 0.69 0.74 CV21 

No 0.72 0.62 0.77 0.69 0.66 CV22 

Yes 0.67 0.59 0.72 0.65 0.7 CV23 
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Yes 0.66 0.56 0.66 0.6 0.72 CV24 

Yes 0.63 0.54 0.64 0.53 0.72 CV25 

No 0.63 0.52 0.64 0.58 0.7 CV26 

Yes 0.6 0.62 0.74 0.55 0.66 CV27 

No 0.66 0.69 0.74 0.62 0.7 CV28 

No 0.69 0.66 0.74 0.65 0.7 CV29 

No 0.69 0.6 0.7 0.63 0.72 CV30 

Yes 0.64 0.65 0.81 0.62 0.68 CV31 

Yes 0.69 0.66 0.76 0.66 0.7 CV32 

No  0.68 0.68 0.76 0.65 0.77 CV33 

Yes 0.69 0.66 0.79 0.71 0.72 CV34 

Yes 0.7 0.65 0.8 0.7 0.72 CV35 

No 0.73 0.52 0.64 0.68 0.85 CV36 

No  0.6 0.54 0.67 0.54 0.66 CV37 

No 0.64 0.56 0.67 0.58 0.79 CV38 

No 0.63 0.6 0.66 0.58 0.72 CV39 

No 0.65 0.61 0.66 0.62 0.81 CV40 

No 0.62 0.53 0.64 0.65 0.72 CV41 

No 0.62 0.73 0.75 0.56 0.72 CV42 

No 0.72 0.7 0.78 0.73 0.85 CV43 

No 0.78 0.63 0.69 0.73 0.87 CV44 
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2. The  result by traditional LSA approach( similarity by word frequency 

LSA(word)) 

 

expert 
J.p5 J.p4 J.p3  J.p2 J.p1 

Job.posting 

 CVs 

No 0.93 0.79 0.66 0.91 0.68 CV1 

Yes 0.47 0.55 0.71 0.47 0.32 CV2 

Yes 0.47 0.78 0.84 0.61 0.57 CV3 

No 0.25 0.61 0.64 0.41 0.28 CV4 

No 0.5 0.8 0.85 0.64 0.65 CV5 

Yes 0.83 0.83 0.69 0.87 0.53 CV6 

No 0.33 0.6 0.69 0.51 0.44 CV7  

No 0.35 0.62 0.61 0.54 0.29 CV8 

Yes 0.36 0.71 0.7 0.49 0.39 CV9 

No 0.67 0.79 0.88 0.84 0.86 CV10  

No 0.69 0.86 0.93 0.8 0.78 CV11  

No  0.65 0.88 0.93 0.76 0.74 CV 12  

Yes   0.31 0.66 0.69 0.47 0.87 CV13  

No   0.62 0.87 0.84 0.75 0.63 Cv14  

No 0.47 0.74 0.75 0.66 0.69 Cv15 

No  0.48 0.75 0.48 0.35 0.74 CV16 

No 0.38 0.74 0.73 0.48 0.41 CV17 

Yes 0.45 0.48 0.71 0.62 0.48 CV18 

Yes 0.31 0.67 0.71 0.46 0.38 CV19 

Yes 0.63 0.9 0.94 0.73 0.79 CV20 

Yes 0.4 0.77 0.83 0.27 0.14 CV21 
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No  0.26 0.68 0.42 0.53 0.62 CV22 

Yes 0.41 0.75 0.8 0.53 0.5 CV23 

Yes 0.41 0.61 0.67 0.58 0.73 CV24 

Yes 0.54 0.83 0.84 0.85 0.74 CV25 

Yes 0.87 0.88 0.87 0.97 0.81 CV26 

Yes  0.74 0.84 0.83 0.93 0.72 CV27 

No 0.41 0.63 0.69 0.53 0.53 CV28 

Yes 0.39 0.73 0.7 0.53 0.46 CV29 

Yes 0.53 0.82 0.9 0.68 0.73 CV30 

No 0.53 0.81 0.77 0.52 0.46 CV31 

No 0.39 0.73 0.69 0.53 0.49 CV32 

Yes 0.46 0.62 0.72 0.51 0.45 CV33 

Yes 0.51 0.66 0.77 0.62 0.49 CV34 

Yes 0.49 0.77 0.85 0.66 0.68 CV35 

Yes 0.59 0.88 0.9 0.61 0.65 CV36 

Yes 0.35 0.67 0.7 0.51 0.71 CV37 

Yes 0.54 0.82 0.69 0.64 0.77 CV38 

No 0.59 0.83 0.93 0.66 0.81 CV39 

No 0.54 0.82 0.87 0.7 0.7 CV40 

No 0.4 0.42 0.52 0.45 0.7 CV41 

Yes 0.75 0.61 0.43 0.8 0.38 CV42 

No 0.51 0.74 0.87 0.61 0.75 CV43 

No 0.67 0.84 0.94 0.75 0.86 CV44 
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3. The result of similarity between CVs and job posting by LSA (concepts only ) 

expert 
J.p5 J.p4 J.p3  J.p2 J.p1 

Job.posting 

 CVs 

Yes 0.37 0.25 0.83 0.89 0.78 CV1 

Yes 0.56 0.67 0.77 0.34 0.64 CV2 

No 0.82 0.86 0.79 0.53 0.83 CV3 

No 0.87 0.85 0.78 0.63 0.79 CV4 

No 0.88 0.79 0.74 0.57 0.77 CV5 

No 0.68 0.66 0.89 0.85 0.88 CV6 

No 0.83 0.82 0.86 0.82 0.87 CV7  

No 0.79 0.8 0.89 0.85 0.9 CV8 

No 0.7 0.34 0.39 0.42 0.39 CV9 

No 0.73 0.69 0.9 0.82 0.89 CV10  

No 0.77 0.76 0.78 0.76 0.79 CV11  

No 0.83 0.56 0.63 0.4 0.64 CV 12  

Yes 0.84 0.85 0.88 0.79 0.89 CV13  

Yes 0.88 0.86 0.86 0.78 0.87 Cv14  

No  0.84 0.82 0.83 0.72 0.85 Cv15 

No  0.79 0.85 0.77 0.51 0.8 CV16 

No 0.85 0.85 0.73 0.43 0.77 CV17 

No 0.63 0.84 0.47 0.19 0.52 CV18 

No 0.82 0.86 0.77 0.61 0.80 CV19 

No 0.74 0.83 0.66 0.38 0.7 CV20 

No 0.86 0.80 0.59 0.26 0.64 CV21 

No 0.78 0.87 0.78 0.5 0.82 CV22 

No 0.71 0.85 0.66 0.38 0.71 CV23 

No 0.75 0.87 0.74 0.45 0.78 CV24 
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No 0.87 0.77 0.88 0.83 0.78 CV25 

Yes 0.52 0.44 0.82 0.90 0.79 CV26 

No 0.68 0.62 0.89 0.86 0.87 CV27 

No 0.86 0.83 0.86 0.64 0.88 CV28 

Yes 0.86 0.88 0.86 0.75 0.78 CV29 

No 0.86 0.83 0.85 0.57 0.88 CV30 

No 0.76 0.87 0.76 0.48 0.8 CV31 

No 0.76 0.80 0.6 0.3 0.64 CV32 

No 0.88 0.86 0.79 0.49 0.82 CV33 

No 0.88 0.83 0.57 0.25 0.61 CV34 

No 0.85 0.89 0.86 0.75 0.88 CV35 

No 0.8 0.84 0.83 0.6 0.86 CV36 

No 0.86 0.86 0.87 0.78 0.79 CV37 

Yes 0.83 0.89 0.79 0.83 0.79 CV38 

Yes 0.81 0.87 0.78 0.8 0.79 CV39 

No 0.84 0.84 0.88 0.81 0.89 CV40 

Yes 0.85 0.89 0.87 0.81 0.88 CV41 

Yes 0.51 0.65 0.75 0.85 0.7 CV42 

Yes 0.87 0.9 0.85 0.72 0.87 CV43 

No 0.8 0.85 0.87 0.79 0.89 CV44 
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4. The  result for our approach 

Expert 
J.p5 J.p4 J.p3  J.p2 J.p1 

Job.posting 

 CVs 

Yes 0.83 0.4 0.62 0.96 0.42 CV1 

Yes 0.55 0.53 0.75 0.65 0.54 CV2 

Yes 0.72 0.55 0.94 0.63 0.62 CV3 

No 0.87 0.86 0.73 0.6 0.86 CV4 

Yes 0.57 0.75 0.73 0.6 0.74 CV5 

Yes 0.88 0.61 0.74 0.94 0.62 CV6 

Yes 0.74 0.51 0.58 0.56 0.64 CV7  

No 0.85 0.65 0.78 0.82 0.68 CV8 

No 0.36 0.8 0.52 0.35 0.82 CV9 

Yes 0.84 0.69 0.75 0.85 0.7 CV10  

Yes 0.78 0.48 0.6 0.53 0.61 CV11  

Yes 0.65 0.8 0.74 0.61 0.84 CV 12  

Yes 0.73 0.73 0.81 0.71 0.82 CV13  

No 0.74 0.73 0.84 0.71 0.76 Cv14  

No 0.62 0.77 0.74 0.6 0.78 Cv15 

Yes 0.55 0.6 0.77 0.52 0.62 CV16 

Yes 0.42 0.14 0.84 0.27 0.86 CV17 

Yes 0.52 0.35 0.9 0.39 0.45 CV18 

Yes 0.64 0.46 0.91 0.55 0.53 CV19 

Yes 0.54 0.35 0.92 0.44 0.44 CV20 

Yes 0.54 0.42 0.93 0.44 0.52 CV21 

Yes 0.5 0.48 0.73 0.47 0.75 CV22 

Yes 0.48 0.39 0.84 0.38 0.46 CV23 

Yes 0.49 0.48 0.51 0.51 0.77 CV24 
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Yes 0.7 0.81 0.7 0.87 0.79 CV25 

Yes 0.93 0.68 0.73 0.97 0.7 CV26 

Yes 0.87 0.72 0.81 0.89 0.75 CV27 

Yes 0.45 0.95 0.5 0.42 0.92 CV28 

Yes  0.69 0.82 0.73 0.69 0.80 CV29 

Yes 0.65 0.58 0.88 0.6 0.62 CV30 

Yes 0.59 0.43 0.88 0.48 0.51 CV31 

Yes 0.51 0.49 0.88 0.38 0.58 CV32 

Yes 0.53 0.36 0.92 0.4 0.47 CV33 

Yes 0.45 0.33 0.89 0.34 0.44 CV34 

Yes 0.74 0.63 0.87 0.69 0.67 CV35 

Yes 0.67 0.6 0.9 0.6 0.67 CV36 

Yes 0.72 0.73 0.75 0.73 0.76 CV37 

Yes 0.56 0.97 0.51 0.54 0.95 CV38 

No   0.74 0.85 0.76 0.68 0.88 CV39 

Yes 0.75 0.68 0.73 0.75 0.71 CV40 

No  0.34 0.9 0.28 0.32 0.91 CV41 

Yes 0.87 0.7 0.57 0.92 0.74 CV42 

Yes 0.66 0.88 0.7 0.65 0.86 CV43 

Yes 0.79 0.43 0.62 0.55 0.54 CV44 

 

 

 

 

 


