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The Effectiveness of Haar Features and Threshola iMultiple Face Detection

Systems Based on Adaboost Algorithm

Prepared by
Khadija Mustafa Khalil Al-Noori
Supervised by
Prof. Nidal .F Shilbayeh
Abstract
The problem of face detection is still a standinglgem in the research area. One of the
most famous methods that is successful is theaV@oldones approach. In this thesis,
systems were designed based on this approach tsunee#he effectiveness of the
different Haar feature types, and to compare tvpesyof threshold computing methods.
There are 8 different Haar features, which can ntaggstems that would contain 4, 4, 5,
6, 7, or 8 of these Haar features. The two metlsés for computing thresholds are the
average of means and the optimal threshold methbus.implemented systems have
been trained using a handpicked database. Theadatatontains 350 face and nonface
images. Adaboost algorithm has been used to bulldletectors . Each detector consists
of 3 cascade stages. In each stage , we randomly nsmber of weak classifiers to build
the strong classifier. Each weak classifier is coteg based on threshold before entering
the Adaboost algorithm. If the image can pass thinall stages of the detector, then the
face will be detected. The detectors have beerdegsing the MIT+CUM database.
Some recommendations have been suggested accadlithgg Haar features and the

computed threshold to improve the face detectioviiola Jones approach.
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Chapter 1

Introduction

1.1 Introduction

Face detection is a computer technology that detesrif there are any faces in arbitrary
images and identifies: location, size, and contérgach human face. It also detects the
facial features and ignores anything else, suchwklings, trees, animals and bodies.
Face detection is considered a part of object teteas in Viola & Jones (2001), Pham
et al.,(2005); Object detection and classificatmmids the key to many other high level
applications such as: face recognitibonman computer interaction, security and tracking
among others. Face detection is also used in biametA biometrics system is an
automated method of recognizing an individual basedtheir unique physical or
behavioral characteristics. Biometric systems um Hiological features of human for
user authentication.
Face detection is an extensive research field. Momsemethods have been investigated
and there are several ways that can be used tgocat® methods of face detection. One
of them presented in Krishna (2009) reviewed theegmies in Yang et al (2002), in
which the majority of the face detection technigqu=sn be broadly classified. It
categorizes them according to the methods thepnsisiee four types below:

1- Knowledge based methods : Encode human knowledgehat constitutes a

typical face (usually, the relationships betweeandiafeatures)(features)
2- Feature invariant approaches: Aims to find stradtteatures of a face that exists

even when the pose, viewpoint, or lighting condisoary.



3- Template matching methods: Several standard patstored to describe the face
as a whole or the facial features separately.
4- Appearance based methods: The models (or tempkatedgarned from a set of
training images which capture the representativealbiity of facial appearance.
In the Appearance-Based Methods, there are trassifiers using positive (and usually
negative) examples of faces, representafigmeprocessingtrain a classifier Search
strategy post processing and View-based. There are a |lahefAppearance-Based
Methods or Classifiers like: Neural network which Multilayer Perceptron, Principal
Component Analysis (PCA), Factor Analysis, Supp@ttor machine (SVM), Mixture
of PCA, Mixture of factor analyzers, Distributiomded method, Naive Bayes classifier,
Hidden Markov model, Sparse network of winnows (BNo Kullback relative
information, Inductive learning: C4.5 and Adaboddiese techniques are categorized as

shown in table 1.1:

Approach Related work
Knowledge based

Multi resolution rule based method Yang and Huang (1994)
Feature based

- Facial Features Grouping of edges Leung et al. (1995) Yew and Cipolla (1997)

- Texture Space Gray Level Dependence matrix of face pattern Dai and Nakano (1996)

- Skin Color Mixture of Gaussian Yang and Waibel (1996) McKenna et al. (1998)

- Multiple Features Integration of skin color, shape and size Kjeldsen and Kender (1996)
Template Matching

- Predefined face templates Shape template Craw et al. (1992)

- Deformable Templates Active Shape model Lanitis et al. (1995)
Appearance based

- Eigenface Eigenvector decomposition and clustering Turk and Pentland (1991)

- Distribution-based Gaussian distribution and multilayer prediction Sung and Poggio (1998)

- Neural Network Ensemble of neural networks and arbitration schemes Rowley et al. (1998)

- Support Vector Machine SVM SVM with polynomial kernel Osuna et al. (1997)

- Naive Bays Classifier Joint statistics of local appearance and position Schneiderman and Kanade (1998)

- Hidden Markov Model Higher order statistics with HMM Rajagopalan et al. (1998)
- Information Theoretical Approach Kullback relative imformation Lew (1996), Colmenarez and Huang (1997)

Table 1.1: Summary of face detection techniquasg et al(2002
The other way that can be used to categorize tte datection, is by dividing the Face
Detection into two parts depending on the type,théreit was a single image or a video.

The video is further divided into color and gragles. The single image is also divided



into color and gray scales. The gray scale couldivaded into several parts like: Upright

Frontal, Pose Rotation, and Occlusion as figuresthdws .
[ Face De:tection ]
I

| | |
[ Color ] [ Gray Scale ] Gray Scale

—[ Rotation
—[ Occlusion

Figure 1.1: Describes the category of face deteat&pending on their types

Early face-detection algorithms were focused ondéeection of upright frontal human
faces, but now the newer algorithms that have leloped are able to solve more
general and difficult problems of multi-view facetdction, such as the detection of faces
that are either rotated along the axis from the facthe observer (in-plane rotation), or
rotated along the vertical or left-right axis (mitplane rotation), or both. Although a
face detection module is typically designed to deiéth single images, its performance
can be further improved if a video stream is avdéa

Human face detection is an active area of reseavehring several disciplines such as:
image processing, pattern recognition and compusern. Face detection is the first step
in any automated system, which solves Face regognir face identification, face

authentication, face tracking, facial expressiaogaition, and face localization. It's also



the first step of any fully automatic system thatlsizes the information contained in
faces (e.g., identity, gender, expression, age aad pose). Face detection is used in a
lot of applications, such as a part of a facialoggition system, video surveillance,
human computer interface, image database managearghnewer digital cameras use
face detection for autofocus.

Ten years ago, Paul Viola and Michael Jones puddishfamous approach that achieved
a great result, and is being used extremely inarebes because of its low computational
complexity (unlike other techniques), containindyosimple operations such as addition,
subtraction and comparison. Because of the algoisthbetter performance it is
implemented in both Intel IPP (2008) and Open CRO@.

Intel built xml files in open compute vision libsathat are based on the Viola-Jones'
approach to increase the robustness in real time tetection, and facilitate it by
reducing the time for users, because it takes aflaime to train. There are different
types of these xml files based on window size: 24), furthermore there are different
algorithm types: Adaboost, gentle Adaboost or fa@ad the position can be either:
frontal or profile. There are a lot of applicatiotieat can benefit from such systems
including security and surveillance, robotics, hant@mputer interaction, environment

monitoring and advanced driver assistance in thenaotive industry.
1.2 Statement of the Problem

Face detection is one of the extensive researets amevhich researchers can find a lot of
topics to discuss. Furthermore, it comes with aofothallenges, like Human faces that
have invariant characteristics. In fact, a persda® can change drastically during short

periods of time (from one day to another), so yan enly imagine what would happen in



long periods of time (a difference of months orrggaSome of the most important
problems include changes in illumination, varidpiin facial expressions, the presence
of accessories (glasses, beards, etc); and fintiéy,rotation of the face, which may
change many facial characteristics.
We can abstract the reasons that make the facetidetsystem difficult in:
» Pose(Out-of-Plane Rotation): due to mismatch iniafagosition, facial
expression, scale, frontal, 45 degree, profile grglde down
» Facial expression: face appearance is directlyctdfte by a person's facial
expression.
» Orientation (In-Plane Rotation): face appearancey \zased on the rotation
around the camera's optical axis
* Deblurring: due to mismatch in camera focus, camerses, and camera
resolution.
* Imaging conditions: lighting (spectra, source dsttion and intensity) and
camera characteristics (sensor response, gainotdetises), resolution.
* lllumination: due to mismatch in lighting conditi®rmn both indoor and outdoor
environments.
» Occlusion : faces may be partially occluded by otigects
« Presence or absence of structural componentsdfyeaustaches, and Glasses
In the paper of “Robust Real-time Object Detectidthat was published in 2001, the
authors constructed a frontal face detection systendidn’t mention the details of the
method that was used to compute the threshold vaftex. A few years later they

published it.



There are a lot of researches that depend on ¢as icbntained in that paper. Researchers
created different ways to improve this techniquefital the threshold. Two of these
techniques will be compared in this thesis, to exipthe research area and to show how
decreasing, or increasing the features can affectasults of the original paper. Some

features will be removed, while others will be adidie the original paper.
1.3 Thesis Objectives

The objectives of this thesis are as follows :

» Design and implement a simple face detection detebat is based on almost all
of the ideas of Viola/Jones’s system.

» Several systems will be divided into two differegitoups; each group will
compute the threshold differently. The results Wil compared to find the best
detector based on the threshold.

* Each system will be compared based on the charfgbe features, to determine
which is the best detector based on the featureitythe two groups.

1.4 Thesis Organization

In addition to this chapter, the thesis includes father chapters:

Chapter 2 provides an overview of face detectiomguddaar feature and Adaboost
algorithm’s methods and threshold methods, wittinigsand explaining different related
works in the area of the system used. Chapter &ites the proposed system in details
with respect to its different stages, modules, afgbrithms. Chapter 4 contains the
experimental results of the designed system am@lgo discusses the results with other
systems ; Finally, chapter 5 contains the conctysioture work suggestions, and some

recommendations.



Chapter 2

Literature Review

2.1 Face detection

Face detection is a computer technology that haeved a lot of interest in the last few
years. In the last ten years, face detection atidlfaxpression recognition have attracted
much more attention, even though the had beenestufdtir more than 30 years by
psychophysicistsneuroscientists, and engineers. Face detectionasf the most active

areas in computer sciena® there are is a lot of effort and researchekigmarea.

2.2 Face Detection Using Haar Feature and AdaboosAlgorithms

Method and Threshold

There are several different methods that have beecessfully used to achieve high
detection with an acceptable number of false pastin face detection. This system is
considered to be successful, because the detedtjorithm possesses the two key
features: accuracy and speed( Roy & Marcel 2009)sb has a high detection rate, with

a low number of false positives.
2.2.1 Feature and Integral Image

It is known that isolated pixel values cannot gavey information except the luminance
and/or the color of the radiation received by tamera at a given point. Therefore, there
are two motivations for using features insteachefpixel intensities directly. First,
features encode domain knowledge is better thaglgigo the features help to encode
some information about the class to be detectee.sSEkond reason is that a feature-

Based System Can Be Much Faster Than A Pixel Bagstem (Viola & Jones 2001.)



One of these features is the Haar feature, whiadtodes the existence of oriented
contrasts between regions in the image. A seteddlieatures can be used to encode the

contrasts exhibited by a human face and their apeslationships.
Haar-Like Features

Haar-like features, or Haar features, are represgeloy a template (shape of the feature).
Each feature is composed of a number of “black! ‘avhite” rectangles joined together.
After the approach of Viola & Jones succeeded,xdeneled set of Haar-like features are
added to the basic feature set. There are more 1Bakinds (or prototypes) of Haar
feature types.

Figures 2.1 and 2.2, display the basic Haar featugnd the fifteen of famous features

respectively.

ib) {e)

m=m i e SPE

(a) (b} <) () (c) gy (h
3. Conter-surround features

=] <>

{aj by

Figure 2.1: A set of basic 4. Disgonal line features

=

(@) (b
Fiaure2.2: A set of extendeHaar-like features

Haar-like features

To obtain the value of a Haar-like featureisittomputed as the difference between the
sums of the pixel gray level values within the klaad white rectangular regions. This is
done by subtracting the pixels covered by whitdamgles from the sum of the pixels

covered by black rectangles equation 2.1.



f(X) = SuMynite rectangle (PiXel gray level) — Sumgiack rectangle (Pixel gray level)
or

f(x) =3 (pixels in white area) >_ (pixels in black area).......... (2.1)
Compared with raw pixel values, Haar-like featurea reduce/increase the in-class/out-
of-class variability, thus making classificationsega. The motivation behind using
rectangular features as opposed to more exprestggeable filters is due to their extreme
computational efficiency. Steerable filters are edbemt for the detailed analysis of
boundaries, image compression, and texture analyfis Haar features computation

needs a huge space memory to do this operatiomér to reduce computation time.
Integral Image

It is a new image representation, “Integral ImaigeSimilar to the "Summed Area Table"
(SAT) idea which is used in computer graphics é&xture mapping. It can be defined as
2-dimensional “look up table" in the form of a nwatwith the same size of the original
image.

The integral image’s value at each pixel (x,y) dooé computed by summing the values
of the pixels above and to the left of (x,y), aswh in equation 2.2 and figure 2.3.
However, it can quickly be computed in one pas®uph the image and can be

calculated by:

P(X; y) = 'Zli(xl; Y')
X'SX,y'sy __...(2'2)
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Py

Figure 2.3: integral image for point (X,y)
Or by using the following two recurrences, whi(x,y) is the pixel value of origine

image at the given location ars(x,y) is the cumulative column surthe system can
calculate the integral image representation ofirttege using the equations 2.3, in a

single pass as shown in figure 2

s(xy) =s(xy-1) +i(xy) .. (2.3)

Hxy) =n(x-1y) +sky) ... (2.4)

X

(0,0) I

(xp) = (xy1) + (x5

ix )= ii(x1.9)+ (x5
|

¥ 1 (xy)

Figure2.4: The Integral Image Calculation Process
Using the integral image representation, one canpcate the value of any rectangu
sum in constant timeat any position or scale, using only 4 look. For example, the

integral sum inside rectangle D figure 2.5 can be computed usinguatior 2.5:.

P=AP,=A+B,R,=A+C,P,=A+B+C+D }
R+P,-P,-R,=A+A+B+C+D-A-B-A-C=DJ =~
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Or by equation 2.6:

ii(4) +ii(L) —-ii@) -Gk (2.6)
A P, B o,

Figure 2.5: An explanation on how to find
the sum of d by using 4 referen

Therefore, as a result this allows computing tWloree-, and four-rectangular features in

figure 2.1 with 6, 8 and 9 array references respelgt
2.2.2 Adaboost Algorithm

Boostingis an efficient classifier generating algorithmhieh converts a weak classifier
to a strong one by combining a collection of welassifier to form a strong one.

Where theWeak classifieris defined to be a classifier which is only slightorrelated
with the true classification (it can label exampbester than random guessing).

And Strong classifier is a classifier that is arbitrarily well correddt with the true
classification .

The origins of boosting lie in PAC learning thegwaliant 1984). The adaptive boosting
(Adaboost) algorithm exists in various varietiee@ihd and schapire 1996, 1997). In
addition, there are three modifications of the ioag algorithm that were proposed:

Gentle-, Logit-, and Real Adaboost. (Friedman e2@00)
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The aim of boosting is to improve the classificatiperformance of any given simple

learning algorithm. It is used to select rectanfgatures and combine them into an

ensemble classifier in a cascade node, which i teseeduce the training time
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A. Weak Classifier and threshold

Weak classifiers are constructed using one or aHaar features with trained threshold
values. In most papers, one feature for every vobadsifier used the weak classifier to
consider the input of the Adaboost. Therefore,d@éds to build the simple classifier
(weak classifier) before applying the Adaboost atgm.

To determine the weak classifier, first we must pate the threshold value. There are
several methods used in different researches.

Threshold

The threshold is a value used to separate the wdlizee and non-face to build the weak
classifier as the input of the Adaboost algorithme threshold gets. It is important
because it is the base of the weak classifier biiifiee threshold can be categorized into
two types according to the number of value it usssa single threshold and multiple

thresholds

Single Threshold

There are several types mentioned in different rsafat are used to compute the single
threshold value. Here are some of these types:

* In the lab manual Image Based Recognition and {dilzsson, they mention two
basic methods for determining the threshold valssoaiated with a feature
vector. Both methods rely on estimating two proligbidistributions - the
distribution of the values of the feature when #pto the positive samples (face
data), and to the negative samples (non-face d@tdl. these distributions, the

threshold can be determined by either one of tloeviiays :
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*

+« Taking the average of their mean’s single threshaddn equation 2.7, where

ui+ is the mean of positive samples and is means of the negative samples.
threshold =i+ + ni-)2 ... (2.7)

% Finding the crossover point. This cross-over psidwn in figure 2.6
corresponds to equation 2.8 whedraingle feature vector p robability
distributions:

fi such that p(fnon-face) = p(fface) @~ ... (2.8)

Thresholding with

average-of-means does NOT
correspond to the [ positive set
"equal-probability" -point!

M negative set

feature
respoinse

T t T
L o= W2 H_

Figure 2.6: An example of how the distribution e&fure values for a specific feature
may look like over the set of all training samples.

o The optimal threshold is another method to comghée signal. It uses an
algorithm which chooses the value that best segmithe faces from the non-
faces.

There are five steps for this approach per eaclk wleaasifier:

1. Start with the lowest possible threshold.

2. Evaluate the weak classifier with the curreméshold on every face example,

and store the sum of correctly classified faces ihistogram (Hfaces) at the

current threshold.



15

3. Evaluate the weak classifier with the curremeshold on every non-face
example, and store the sum of incorrectly claskifieon-faces in another
histogram (Hnonfaces) at the current threshold.

4. Increase the threshold to the next discreteevahd start again at step 2 until
all thresholds have been evaluated.

5. Compare Hfaces with Hnonfaces and find the tulels“t” that maximizes the

difference function

threshold(t) = Hfaces(t) - Hnonfaces(t) ........ (2.9)

» Another way to find the threshold is to divide tagbitrary points in two
groups, one called the positive set and the secafidd the negative set.

Examples are classified as positive, if the follegvcondition apply:

11]1'11{{F§+ d=1....N, }) —1113}{({}3;J =S - }) o 18
OR
11]1'11&}5}_ gt T }}—1113};{{12* b N+}) >V
V is the minimum separation threshold betweenttye point groups, Pi a point

from the positive group, Pja point from the negative group, and N+ and N-thees

number of points in their respective groups.a linear representation of the pixel

values, an example is classified as positive iftthe point groups are separated by at

least the value of threshold V (see figure 2.7)g8we Examples are those that do

not respect these characteristics: Values of timralepoints of the two groups are

interleaved (see figure 2.7).
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Positive-classified example with respect
to the threshold V.
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o 255

. Negative-classified example.

Figure 2.7: An example of the two groups and tmeghold representation.

The threshold for the feature is calculated usimggrobability density function (PDF)
(see figure 2.8 (a) of the face and non face veegbFrom that, the corresponding
face and non face PDFs, the respective cumulatiseiition function (CDF) in
figure 2.8 (b) is derived, and the value of theialale at which these thresholds have

the maximum Euclidian distance is considered astiteshold value.
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2.8 (b) Threshold calculation at

maximum distances CDF

Multiple Thresholds

There are several methods proposed to computépietttiresholds. Some of them are:

In (2006) the thresholds where these two distidoutPDFs intersect in
magnitude, are equally probable, by parameterizing

1. Parameterizing the Gaussian case:

Assuming that the two distribution projections ammewhat Gaussian, one can
model the two thresholds by knowing the mean antnee of the two sets for

that particular feature. (See Figure 2.9)
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M ncgative set

B positive ser

feature
response

Figure 2.9: By parameterizing the two distributiovith a Gaussian model, one can find
the two intersection points that will representttlve thresholds. The parameterized
approach is less sensitive to noise than statistioserical ways to find the two
intersecting points of the histogram plots

2. The MAP-classifier and Response Binning:

The generalization of this procedure leads to ahawetffor determining thresholds for
multimodal PDFs. The propose is that the two histo of the feature for the positive
and negative examples, H+(fi) and H-(fi) are coreduffor a certain number of bins)

and their relative inequalities (the MAP) are tlséored:

~_ (1ifH+ (f) > H — (fi)
MAP(f) = { —1 otherwise L (2.10)

W negative set
W positive set

feature
response

Figure 2.10: This figure illustrates the case oftrmodal PDFs (given by feature fi) for
the positive and negative training set. By follogvihe largest probability while

classifying, one can adapt the multi-threshold @ple also for this general case
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« For each possible feature and given training Betweak learner determines two
optimal values (thresholds), to ensure no trains@gnple is misclassified as
shown in Figure 2.11 there are two values for theeshold, big and small

threshold.

small threshold big threshold

QOO00 o0

L -
—

Face values extracted from a feature

Figure 2.11: The determination of thresholds byknearner.
An easy way to link the weak learner and Haar festis to assign one weak classifier to
one feature, so the Adaboost algorithm will selda feature that provides the best
separation between positive and negative at eaomdraExample: the form of given a
single feature vectorj, évaluated at x,;Parity indicating the direction of the inequality
sign , the output of the weak classifie(xh is either -1 or 1. The output depends on
whether the feature value is less than a giverstimd6; as shown in equation 2.11.

_d 1 if pifi(x) < pibi
{1 iPI <p0 |
(x) —1 otherwise) (2.11)

The result from just one weak classifier does ne¢ gnough information, but several
classifiers combined into a strong classifier thah determine whether a detection

window contains a face or not .
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B. Adaboost and Strong Classifier

The strong classifier is a combination of severalakv classifiers. Each of the weak
classifiers is given weights depending on its deiacaccuracy. When classifying a
detection window with a strong classifier, all betweak classifiers are evaluated. The
pertained weights of the weak classifiers thatsifpghe window as a face are added
together. In the end, the sum of the weights ispamed with a predefined threshold to
determine if the strong classifier classifies tlé&dtion window as a face or not.

The hypothesis of Viola, Jones which was born byeexnent shows that a very small
number of these features can be combined to forneffactive classifier. The main
challenge is to find these features. They suggaagua variant of the Adaboost to select
the features and to train the classifier. The dligor of Adaboosting is published in the

Paul Viola, Michael Jones "Robust Real-time Objeetection”.
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o Given example tmages (71,15 ),.... (7, ) where 3, = (), 1 for negative and positive examples
respectively.
o Imtalize weights v ; = —, - fory, = (), 1 respectively. where m and !/ are the number of negatives

and positives respectively.
o Fort=1,...,1":

1. Nommalize the weights,
1t §

oL AR

2y

W g 4

so that 1 15 a probability distribution.

2. For each feature, j. tram a classifier f; which 1s restricted to using a single feature. The error 15
evaluated with respect to wy. €, = 3w [hjlzi) -

3. Choose the classifier. i;. with the lowest error ¢;.

4. Update the weights:

t G =g
Wiy = Weidy

where ¢, = () 1f example r; 15 classified correctly. ¢; = | otherwise, and /% = ——.
® The final strong classifier 1s:

i o e Ve el
E’ T T el g '.TL“- ; (¥4

otherwise

where iy = oy

-
L2

Table 2.1: The boosting algorithm for learning &mguonline. T hypotheses are constructed each @sing
single feature. The final hypothesis is a weighiteelar combination of the T hypotheses where thighis

are inversely proportional to the training errors.

There are several types of the Adaboost algoritbsesl for boosting, Gentle-, Logit-,
and Real Adaboost. Lienhart, Kuranov, and Pisage(&003) compared the three
different boosting algorithms: Discrete AdaboostaRAdaboost, and Gentle Adaboost.
Three 20-stage cascade classifiers were traindu tvé respective boosting algorithm

using the basic feature set, Chen, Zhang, Zhu anq2004) extended the idea and
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proposed a novel algorithm to generate a unifietpwufor a series of Adaboost
classifiers.

Kim & Kee (2005) used a cascaded classifier traimgdentle Adaboost algorithm, one
of the appearance-based pattern learning methoth, Maneko and Hori (2005) joint
Haar-like features using Adaboost, Meynet, Arsamtavland Thiran (2007) fast and
effective multi-view face tracking algorithm basensh Adaboost algorithm. Later,
Shihavuddin, Arefin, Ambia, Haque & Ahammad (20b0dpposed working together to
combine Adaboost algorithm with the hyper planescept creating a noble efficient

detection system for real time use.
2.2.3 Cascade classifier

A cascade of classifiers is a degenerated decisten where at each stage classifier it is
trained to detect most of the objects of interesih(al faces as example), while rejecting
a certain fraction of the non-object patterns.

The main idea of building the Cascade Classifi¢o ileduce computation time, by giving
different treatments to different kinds of inpugpending on their complexity.

In general works, they use a cascade structure detemtor to detect a face. Cascade
detectors have demonstrated impressive detectieedspand high detection rates, using
the cascade structure, in order to ensure higintespeed. Where detection rate is the

ratio of the true faces to the number of the daaba
Training a Cascade of Classifiers

The cascade training process involves two typestradeoffs. In most cases, the

classifiers with the most features will achieve heig detection rates and lower false



22

positive rates. At the same time, classifiers witbre features quire more time t
compute. In general, one could define an optinarafiamework by

1. the number of classifier stag

2. the number of features in each stage,

3. the threshold of each stage, are traded off inrci@eninimize the expecte

number of evalated features.

Each stage in the cascade reduces the false positer as well as the detection
WhereFalse positive ratc False positive rateis the probability of falsely rejecting tl
null hypothesidor a particulatestamong all the tests performed. (also knowitype 1
errors). Where FP iBalse positive. An image is called false positive if the image is &
face, but the detector label as positive, TN i§rue negativewhich a negative imacis

correctly labeled asegative

False positiverate () = FP / (FP + TN)................. (2.12
Or
False Positive Rate (A) =1 — Specificity................ (2.13
Where
specficity = number of true negatives

2.3 Related Works

Face detection generally has been an attractile fioe researchers for many yeaThe
contribution of Viola & Jones in face detection readsearchers interested in this fielc
the last few years. The research combined one oe wibthis contributin with other

face detection methods to enhance their redevelop further, change parts to obt
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new results, or use it in other systems. The Valg literature survey shows the
researchers who researched in this field and wiegt had achieved:

Rowley, et al., (1998)presented a neural network-based upright frorasted fdetection
system. A retinal connected neural network examgmall windows of an image, and
decides whether each window contains a face. Theemyarbitrates between multiple
networks to improve performance over a single ngiwdo collect negative examples,
they used a bootstrap algorithm, which adds faksiedatfions into the training set as
training progresses. The system can detect betWe®3 and 90.3% of faces in a set of
130 test images, with an acceptable number of f@d¢dections. It has been tested on a
wide variety of images, with many faces and unaairs¢d backgrounds. A fast version
of the system can process a 320x240 pixel ima@etin4 seconds on a 200 MHz R4400

SGl Indigo 2.

Viola and Jones, (2001)presented an approach for object detection whighinmzes
computation time while achieving high detectionwecy. The approach was used to
construct a face detection system, which is appmately 15 times faster than any
previous approach. This paper brings together niyerithms, representations, and
insights which are quite generic and may well haveader application in computer
vision and image processing. There are three keyribations. The first is the
introduction of a new image representation calfez“tntegral Image,” which allows the
features used by their detector to be computed gargkly. The second is a learning
algorithm, based on Adaboost, which selects a smattber of critical visual features

and yields extremely efficient classifiers. Therdhicontribution is a method for
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combining classifiers in a “cascade,” which alldvesckground regions of the image to be
quickly discarded while spending more computationpoomising object-like regions. A
set of experiments in the domain of face detectom presented. Finally this paper

presents a set of detailed experiments on a diffiaoe detection dataset.

Lienhart & Maydt, (2002) introduced a novel and a fast-to-compute set tated Haar-
like features as well as a novel post-optimizapoocedure for boosted classifiers. It was
shown that the overall performance could be impdolbg about 23.8% of which 10%
could be contributed to the rotated features an&%?2to the stage post-optimization

scheme.

Lienhart et al., (2003)in their experimental results suggested that 20g20e optimal
input pattern size for frontal face detection. édiéion, they show that Gentle Adaboost
outperforms Discrete and Real Adaboost. Logitboouldt not be used due to a
convergence problem on later stages in the cadcaiténg. It is also beneficial not just
to use the simplest of all tree classifiers, istumps. They also introduced an extended
set of Haar-like features. Although frontal facesibit little diagonal structures, the 45

degree rotated features increased the accuracy.

Viola & Jones, (2003)extended the face detection framework proposed1(P® handle
profile views and rotated faces. As in the worlRaiwley at al. 1998, and Schneiderman
et al. 2000, they built different detectors forfeliént views of the face. A decision tree is

then trained to determine the viewpoint class (aghight profile or rotated 60 degrees)
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for a given window of the image being examined.sTis similar to the approach of
Rowley et al. 1998. The appropriate detector fat thewpoint can then be run instead of
running all detectors on all windows. This techmguelds good results and maintains
the speed advantage of the Viola-Jones detectay dhtect 70.4% of the profile faces

with 98 false positives and 83.1% with 700 falssifpees.

Zhao, et al., (2003)presented an extensive survey of machine recogniif human
faces, and a brief review of related psychologstaidies. They have considered two
types of face recognition tasks: one from still g@s and the other from video.

They have categorized the methods used for eaclk, tgmd discussed their
characteristics, including their pros and cons. abidition to a detailed review of
representative work, they have provided summariesuorent developments and of
challenging issues.

They have also identified two important issues riacfical face recognition systems: the
illumination problem and the pose problem. Theyehaategorized proposed methods of
solving these problems and discussed the pros @msl af these methods. To emphasize
the importance of system evaluation, three setsvafuations were described: FERET,
FRVT, and XM2VTS. Getting started in performing elments in face recognition is

very easy.

Chen, et al., (2004)proposed a method to calculate probabilistic-likeput for each
pixel of image. This output describes the simifaof a patch of image to the training

samples. The probabilistic-like output is then usedocate the feature points using a
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localization approach they proposed. Their algaritor facial feature localization is fast,
accurate and robust. It takes only about 10ms @mgputer with a P4 CPU to locate five
feature points including eye centers, nose tip ammlth corners. The localization
accuracy is comparable with hand labeled resultel &xperimental results on a large
size of face database (more than 12,000 images Pi&@nhdemonstrate that the proposed
method is robust to the variances of pose, illutimma expression and other appearance

factors, such as glasses and beard.

Zhang et al., (2004 presented a method for face recognition using tedoSabor feature

based classifiers. Two kinds of Gabor feature facefimage representation with a
suggested efficient combination approach in faaogeition were applied, and also
presented a face recognition system by Adaboostdasstructure. Experimental results
on FERET (fafb) database have proven the effeatiserof the new approach. Weak
classifiers are constructed based on both magnitunde phase features derived from
Gabor filters. The multi-class problem is transfedhinto a two-class one of intra- and
extra class classification, using intra-personal amtra-personal difference images. A
cascade of strong classifiers is learned usings@gped negative examples, similar to
the way in face detection framework. Proposed ntkjhst uses 2672 features to achieve

a recognition rate of 96.5%

Le & Satoh, (2004) presented a three-stage method to speed up a Sgbtibface
detection system. In this proposed system, a langeber of simple non-face patterns are

rejected quickly by the first two stages’ cascaddassifiers using flexible sizes of
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analyzed windows, while the last stage uses a mwanl SVM classifier to robustly
classify complex 24x24 pixel patterns as eithere$aor non-faces. For all stage
classifiers, an optimal subset of over complete rHaavelet feature set selected by
Adaboost learning is used to achieve both fasthégii detection rate.

Experimental results show that the two first stagecaded classifiers rejects almost
99.88% non face patterns in which the first stalgessifier contributes average up to
58.73%. Only 0.12% hard patterns are put into thal stage SVM classifier to make to
final decisions. Time for background rejection lat 38% total time of detection while

time of classification using SVM is about 62%.

Menezes et al., (2004dleveloped new human-machine interfaces for mablets and
autonomous systems, based on computer vision tpobsi The article presented an
approach for real-time face recognition and tragkimich can be very useful for human-
robot interaction systems. In a human robot intevacenvironment this system starts
with a very fast real-time learning process anch thkows the robot to follow the person
and to be sure it is always interacting with tlghtione under a wide range of conditions
including: illumination, scale, pose, and cameraatin.

This paper also presents a Pre-Learnt User Reoagrlystem which works in almost
real-time and that can be used by the robot toteraaset of known people that can be
recognized anytime. The system contains 13 stageadad classifier trained to detect
frontal upright faces. Each stage was trained itoiehte 50% of the non-face patterns
while falsely eliminating only 0.2% of the frontilce patterns. In the optimal case, they

can expect a false alarm rate about 0'9628 - 10%° and a hit rate about 0.998= 0.97
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The robot has a certain number of people in thabdete and once a known face is found
it can start following and interacting with it. @burse this system can also be used in

security applications since it has the abilityracking a set of known people.

Mita et al., (2005)described a new visual feature, called joint Héarfeature, for face
detection and show how it can be selected. Thaufeataptures the characteristics of
human faces and improves the performance of eack wlassifier. A face detector is
learned by stagewise selection of the joint Hdae-fieatures using Adaboost. This is
based on co-occurrence of multiple Haar-like fezgurFeature co-occurrence, which
captures the structural similarities within thedatass, makes it possible to construct an
effective classifier. The joint Haar-like featurancbe calculated very fast and has
robustness against addition of noise and changdumination. A small number of
distinctive features achieve both computationaicifiicy and accuracy. Experimental
results with 5,676 face images and 30,000 non4faeges show that this detector yields
higher classification performance than Viola ante¥ detector, which uses a single
feature for each weak classifier. Given the sanmabar of features, this method reduces
the error by 37%. This detector is 2.6 times asdad/iola and Jones’ detector to achieve

the same performance.

Kim, et al.,, (2005) presented multi-view face and eye detection, uasd core
technologies to face recognition and image rettieVaey use a cascaded classifier
trained by gentle Adaboost algorithm, one of theempance-based pattern learning

method. Specifically, in order to detect a muléwi face, they propose a special
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cascaded classifier using coarse-to-fine searaiplsito-complex search, and parallel-to-
separated search. In order to detect eyes, th@pgeoa four-step eye detection method.
Using proposed methods, they got face and eyetagtaatios as high as 99.5%, 88.3%,

respectively for 7 different DBs including 17,018us multi-view faces.

Chin & Suter, (2005) presented algorithm capable of reducing falsetpesinstances
without additional weak classifiers and classifs¢éages. While the false positives were
not eliminated completely, fewer false positivedicate that fewer weak classifiers will
be needed to construct an additional stage usedh\ttaboost algorithm for a classifier
cascade to account for the generated false pasitive

Nevertheless, more empirical evidence of the affeness of the algorithm should be
obtained. The proposed bootstrap algorithm shoealtebted on face detectors which are
trained on more extensive or more standard datasetsallow the results to be
comparable with other researches. Since the ahgorivas derived heuristically, efforts
should be made to explain how the proposed algoriiffects the Adaboost classifier

from the standpoint of learning theory.

Deng & Su, (2006)extended the work of the Viola & Jones and acldewso

contributions. Firstly, they proposed a novel featdefinition and introduced a feature
shape mask to represent it. The defined featuresseale-invariant which means the
features can be rescaled easily and reduce therpenice degradation introduced by
rounding the coordinates to nearest integer. Intiadg the novel features are robust to

whole image illumination changing, and illuminaticorrection can be processed with
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integral images of both original image and imageasegd. Fast feature computation
methods are also introduced and present an improaschde-structured classifier which
is called fuzzy cascade classifier. The cascadetsired classifier owns the disadvantage
of neglecting confidence of the prior stage classfwhile only using the binary output

of prior stages.

Motivated by fuzzy theory, they expand the outplieach stage to three states: face,
non-face, and potential face and set probabiliipdéace to each candidate window to

make full use of the information of prior stages.

Whitehill & Omlin, (2006) examined the effectiveness of using Haar feataresthe

Adaboost boosting algorithm for FACS action unitU)Arecognition. They evaluated
both recognition accuracy and processing time & tiew approach compared to the
state-of-the-art method of classifying Gabor resgsnwith support vector machines.
Empirical results on the Cohn-Kanade facial expoesdatabase showed that the
Haar+Adaboost method yields AU recognition ratesngarable to those of the

Gabor+SVM method but operates at least two ordensagnitude more quickly.

Monteiroet, al., (2006)described a vision-based pedestrian detectiorrsy&ir robots,

and autonomous vehicles. For that purpose the Heaarfeatures were used to
discriminate pedestrians. Those features were aséaput in a learning algorithm, based
on Adaboost, which selects a small number of alitigsual features from a larger set
and yields an extremely efficient classifier. Theogosed system has the following

properties: a) it is able to detect pedestriangaious poses, shapes, sizes and clothing;
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b) it runs in real-time with a good accuracy; anditcis robust to lighting variation,
background changes and camera motion. The missitegtibn of pedestrians is due to
lack of contrast between pedestrians and backgranddto the enormous flexibility of
the human body.

Moreover, a filter - Kalman Filter is going to betegrated for the tracking of the
pedestrians. Since, most of the time, false p&stare completely independent from the
time sequence, they will decrease significantly.

Furthermore, it is also planned to train the cfassio detect other objects, like cars,

traffic signs, etc

Rasolzadehet al., (2006)demonstrated the value of improving the discriminta
strength of weak classifiers in the context of Wimos by using response binning.
Moreover, in the case of the Haar-feature thata/&lJones utilizes for their detection
systems, the common shape of the underlying prbotyathistributions is not suitable for
such an over simplified boundary. Instead, two mé@shbased on techniques in the
statistical toolbox were derived. The first methiattes a parameterized approach by
modeling the underlying distributions as two Gaassj which in the case of the Haar-
feature, is a good approximation for the largert pérthe feature set. Using these two
Gaussians, a two threshold boundary was derived dsnonstrated very good
performance. The second method generalized th@agipto also be applicable to multi-
modal probability distributions through a so caléaP-histogram.

Extending this principle to other types of weakssléiers, they introduced the concept of

Response Binning. In the case of RealBoost, thisqut to in fact be a local (per bin)
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confidence measure for the previous MAP-classifiEne results indicate that the
Response Binning approach could in principle imprany type of weak classifier that

returns weak hypotheses.

Meynet, et al., (2007)proposed a system for fast multi-view face tragkin video
sequences. The modeling of the face at differesepdas been performed using a tree of
classifiers. The first group of classifiers is cartgiionally very efficient and they discard
the background regions quickly. Then, more spedfassifiers have been trained with
Gaussian filters to distinguish between differepggs. The output is thus the position and
pose of the detected faces. A tracking algorithsetdaon Condensation has been used for
tracking the faces in time. Some experiments shwvaccuracy of the system on real

world sequences.

Mohd Zin, (2007) implemented the Genetic Algorithm inside Adabomamework to
select features, and the seven new feature typgashvinave been proposed to increase
the quality of the feature solutions set. The rtssof this research confirmed that Genetic
Algorithm is very useful as an evolutionary seanghalgorithm in a very large search
space. The new seven feature types also influetheeselections of features by Adaboost
algorithm. They have shown their different sigrafice in the trained cascades of
boosted classifiers.

Berggren & Gregersson ,(2008)nvestigated the possibility to use the GPU of @bite

platform to detect faces and adjust the focus @fcdmera accordingly.
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The Adaboost training proved to be challenging muenber of ways, and was constantly
refined throughout the duration of the thesis mj¥sing the results from the training, a
detector prototype was implemented in a simulatpd@L ES 2.0 environment.
Requirements for such an application are given,difidrent methods for face detection
are described and evaluated according to thes@eatgnts.

A GPU implementation of the cascade classifier escdbed. A CPU reference
implementation with results is also presented. Meshfor setting focus correctly when
faces are detected are discussed. Issues when ngovkith OpenGL ES 2.0 are
described, and finally future work in the arearnsgmsed.

A framework for the target platform - capable ofcfeng images from the camera
module, processing them and presenting them opl#iorm screen - was successfully
implemented. Using a CPU reference implementaticthe detector, this framework ran
at a frame rate of approximately 1 - 2 frames peoord without platform-specific

optimization.

Jianxin Wu, S. et al., (2008)presented a new approach to design node classifiehe
cascade detector. There are three contributiottsein paper. The first is a categorization
of asymmetries in the learning goal, and why thekenface detection hard. The second
is the Forward Feature Selection (FFS) algorithm arfast precomputing strategy for
Adaboost. FFS and the fast Adaboost can reducedimeng time by approximately 100
and 50 times, in comparison to a naive implememadf the Adaboost feature selection
method. The last contribution is Linear Asymmetdtassifier (LAC), a classifier that

explicitly handles the asymmetric learning goal as well-defined constrained
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optimization problem. They demonstrated experininthat LAC results in improved

ensemble classifier performance.

Moutarde et al., (2008)proposed a method that deals with real-time vide&tction, by
mono-camera, of object categories such as carpegtestrians. They report on
improvements that can be obtained for this tasky Hiso presented a new feature type,
called “connected control-points”, for Adaboosirtrag of visual object classifiers .

They used new visual features as Adaboost weakifias, while still operated fast
enough for real-time pedestrians and vehicles tetecThey reported here on a test of
these new features on two publicly available degebaone for lateral cars, and one for
pedestrians on which many classification algorithrage already been tested and results
published. It turns out that the Adaboost stroragsifiers obtained with their new
features, while being extremely fast (~0.4ms peleg&ian image classification on a
2Ghz laptop), clearly outperform both standard &idbnes boosted cascade and even the
most powerful (but very slow) classification algbms reported so far on the pedestrian

database.

Cho, et al., (2009)presented hardware architecture for face detedtamed system on
Adaboost algorithm using Haar features. They dbsctine hardware design techniques
including image scaling, integral image generatipipelined processing as well as
classifier, and parallel processing multiple clfisss to accelerate the processing speed
of the face detection system. Also, they discuded optimization of the proposed

architecture which can be scalable for configurat@eices with variable resources. The
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proposed architecture for face detection has bessigded using Verilog HDL and
implemented in Xilinx Virtex-5 FPGA. Its performambas been measured and compared
with an equivalent software implementation. Thegwglrabout 35 times increase of the

system performance over the equivalent softwardementation

Shihavuddin et al., (2010)described a face detection framework that is dapab
processing input images pretty swiftly while aclmgvhigh detection rates. The existing
method for face detection can be divided into imbgsed methods and feature based
methods. The developed system is intermediary e$ehtwo, using a hybrid method
comprising boosting algorithm and a hyper plangdm a classifier which is capable of
processing images rapidly while having high detectrates. Using the response of
simple Haar-based features used by Viola and JoAdapoost algorithm and an
additional hyper plane classifier, the presentee fdetection system is developed.

This system is further modified by some intuitivebte heuristics. A set of experiments
in the domain of face detection is presented. Tistem yields face detection

performance comparable to the best previous systems
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Chapter 3
Face Detection System Using Haar Features and Adatst

Algorithm

3.1 Introduction

The Viola & Jones approach achieved great resunltsa face detection field. This thesis
uses a statistical style for measuring the effeckess of some of the prototypes of the
Haar features on the detector, and compares therg tl@o methods that compute the

threshold value. This will be done by building asteyn based on the ideas from their
approach in their paper, but different in some waes changing the number of stages,
and changing the number of features in each stage.

Each of the systems is designed to locate mulfgdes with a minimum size of 24x24

pixel. The detector will go through a thorough sbkaat all positions, all scales for faces
under all light conditions. The systems will be @ed in pairs ; each pair will have 4

basic features, 4 features, 5 features, 6 featdrésatures, or 8 features, to a total of 12
systems. Each pair’s threshold will be computecedas one of two methods, and later

will be compared.
3.2 The Systems Description

Before talking about the main parts of the systahesfollowing will be discussed:
Subwindow size (window size)is the image size that is used in parts of théufea
generation and in the units of training and testifgere are different window sizes that
are used in other systems like 19x19, 20x20 an@24khese sizes affect the number of

the features that could be generated for each inTdge24x24Subwindow sizeis used
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in this thesis because it was used in the viola&e3 paper, furthermore it is popular in a
lot of other papers that use the Haar like feageweration. Therefore this size will be
used in all of the systems in this thesis.

Figure 3.1 describes the architecture of the syskehwill be used as face detection. It
will be based on the Haar features and the Adalkalgstithm in general and each stage

will have a detailed description:
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Figure 3.1: The Cascade Training Process for thiiages.
* Generate Features Set

For a subwindow size 24x24 there are a number of Hke feature sets that could be
generated from each feature that’'s used in thesysthe features are saved in the array
to be used later. The numbers of the features gttediffer from a system to another

depending on the number of features that are aseek will see later in table 3.2 .
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* Training Set

The training set will contain two different grougsgroup that consists of positive (face)
images and the other group consists of negative-{face) images. The images that will
be used are taken from two different sources, kgl I(Informatics and Mathematical

Modelling) Face Database and images added by theraof this thesis.

* Integral Image

The integral image computes a value at each pig).(This value is computed by
summing the values of the pixels located abovetarite left of the pixel. The rectangle

Haar-like features can be computed rapidly usingetiral Image”.

» Features Value (Apply On Images)

For each image in the system, all of the featunas @re generated in different sizes are

computed. The computed value will be saved to lee leter in other operations.

e Threshold Value

For each feature in the system, the thresholdevalie computed using one of the

algorithms which are used in the comparison (e means, the optimal threshold).

 Weak Classifier Set

Simple classifiers built using the Haar like featuare generated based on the threshold

value and the Haar features value. A set of weadsdier can be also generated based on
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the single feature value. This could be considénedirst step in the Adaboost training.
As shown in figure 3.1, the threshold will be corgaliin each stage; therefore the weak

classifier will also be computed in each stage too.

* Adaboost Training

The Adaboost algorithm allows combining a set ofikvelassifiers to a more precise
resulting classifier. This classifier aims to buid strong classifier by applying the
algorithm of the Adaboost. The algorithm uses tleakvclassifiers of the system as an
input, and outputs a strong classifier for thistesys The number of weak classifiers that

could be used is 2, 5 and 10.

« Strong Classifier

The strong classifier is a classifier that cont@rmbination of weak classifiers that are
generated by the Adaboost algorithm. The systerfdapnerate 3 different stages of the
strong classifiers.

» The first stage consists of 2 weak classifiers.

» The second stage consists of 5 weak classifiers.

* The third stage consists of 10 weak classifiers.

* Evaluating the Classifier and Discarding Correctly Detected Non-

Faces

To obtain better results for the next strong cfessievaluate the training images for all

of the non-face images, and correctly discard falhe non-face images. The images that
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aren’t correctly detected irthe training set areliscarded, decreasing the numbel

images. Then 50 new ndace images are added and used to buildvatraining s.

3.3 Generate Features St

As mentioned beforghe generation cHaar like features dependa thesubwindow size
to locate the number of the features gene. The features whichre generated will be
in different sizes antbcationsas shown in figure 3.2. In this thesige subwindow size

used is (24x24).

= gl =
e [N T
et A1 "R | BRE-=

Figure 3.2Examples of Haar-lig features in different sizes a

To find the number of the features ticould be obtainetbr any subwindow in any si,
we can use equation (3.I'he number of features derived from each prototgpguite
large and dfiers from prototype to anoth¢. This number coulde calculated for ar
prototype by equation 3.1Letx=|w/w] and Y=|H /h| bethe maximum scaling factors
x andy directionwhere W is the width of windowsize H is the highwahdowsize and v
is the width of feature rectangle h is the higHeafture rectangle. An upright feature of

sizewxh then generates:

xr (e 1w D) (a1 a2
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Equation 3.1 could be used to calculate this nurfdyezvery feature, and the researchers
could change it as needed. As an example, the nuohlbeatures generated from the first
and third features respectively are 43200, 27600s €quation is used to compute the
Haar features.
There is a point that needs to be discussed betading the table of features, which is
related to a number of features in other papeks, ih Lienhart & Maydt (2002), and
Reddy & Bhuyan (2008). In table 3.1 which explaihe total number of raw features
computed within a subwindow of size 24x24, whenagign 3.1 used to compute the
number of features 2b & 2d, it will result in (1¥8Geatures instead of (20,736) features.
The last number belongs to the Diagonal line featuwhen equation 3.1 is applied on
this feature. This feature is not mentioned in tddae, and it is used in both papers of
Viola & Jones (2001) and Viola & Jones (2001). Hifere the total number must be
changed as shown in table 3.1.

TABLE 1

TOTAL NUMBER OF RAW FEATURES COMPUTED WITHIN A
SUB-WINDOW OF SIZE 24 X 24,

Feature w/'h XY Number of
Type Features
la : 16 | 2/1: V2 | 12/24: 24/12 43,200
le:1d | 2/1: 1/2 8/8 8.464
2a :2¢ | 31:1/3 8/24: 24/8 27,600 r19’800
al o 41 0 154 O/ L4 240 U136
2e:2g | 31:1/3 6/6 4.356
2f:2h | 41 : 1/4 44 3.600
3a 3/3 8/8 8.464
3b 3/3 3/3 1,521
Total (1rroary 799

Table 3.1: Total number of raw features computetiiwia subwondow of size 24x24,

Lienhart & Maydt (2002), and how it must be corestct
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There are several types of features used in tesghrigure 3.3 showthefeature types
that will be used in all systems. Table 8@&scribes the number of features that will be

used in each system, which of them use in each awt howmany features will they

generate.
1 [l
(ay (b)
2
(a) () 5 D
="
@ ()
Figure 3.3: The Haar features that are used irthiesis.

The system| Features number Feature types used in Total
System 1 4feature la, 1b, 2a, 2c 141600
System 2 4feature la, 1b, 2a, 3a 134736
System 3 Sfeature 1a, 1b, 2a, 2c, 3a 162336
System 4 6feature la, 1b, 2a, 2c, 3a, 3b 183072
System 5 7feature 1a, 1b, 2a, 2c, 3a, 3b, 2b 202872
System 6 8feature la, 1b, 2a, 2c, 3a, 3b, 2b,|2d 22672

Table 3.2: Lists the feature numbers and the tyael in each system

3.4 Training Set (The dataset)

Viola & Jones approach deals with gray scale imalgethis system every image must be
provided in gray scale. Therefore all the image# ihat are not in gray scale must be
converted. The reason for that is because thisoapprdeals with only gray intensities,

so the system needs to preprocess the imagewibuild the database.
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The first preprocessing will be in the datasep sthich consists of the following steps:
1. Determining the two groups
The images that need to be stored in our dataglebevin one of the two groups,
which are either:
a. face (positive examples)
b. nonface (negative examples)
The data set consists of two labeled parts. The dataset consist of numbers of
different human face images for different ages,eppsnd different luminances
and some images with glasses. The rest of the sBnage taken from The
IMM(Informatics and Mathematical Modelling) Face tBldase which is a Face
Database without glasses consist of six differerade types which are:
1- Full frontal face, neutral expression, diffuiggnt.
2 -Full frontal face, "happy" expression, and diffuight.
3 -Face rotated approx. 30 degrees to the pemsghtsneutral expression, diffuse
light.
4 -Face rotated approx. 30 degrees to the perlad'sieutral expression, diffuse
light.
5 -Full frontal face, neutral expression, spottigided at the person's left side.
6 -Full frontal face, "joker image" (arbitrary exssion), diffuse light.
The nonface dataset part can consist of set oéréift images for anything like
trees, flowers, except for human faces. Those iage picked in an arbitrary
manner.

2. Preprocessing the face images
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After determining the two groups, the first grougeds to be processed. The parts
in the first group which contain a face image ae¢ednined in the images. Once
that is done, the faces are cut and saved as amaye in datasetl manually.
3. Resizing the images in the data set
After the first step, and determining the two grewb images, the images need to
be resized into the subwindows size (24x24)
4. Gray scale
The data set must be in grayscale. All the imagide converted to grayscale if
they’re not already in grayscale.
To achieve the goal of the preprocessing and olataiaset 2, we will need to build a
function, or a small program, which will consist wio loops that will read the files
(images), from the two folders; face and non-fadee images will then be saved in a
new folder called ‘dataset 2’, this dataset wilhsist of 250 images for both face and

nonface groups. The figure 3.4 explains the foepstwvhich were discussed before.
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picked and determined the face m}
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[ Convert to Gray scale]

Data set

Figure 3.4: The training set building.
The dataset build contains (250) images, 150 imageface image, and 100 images as

nonface images.

3.5Integral Image (Fast Feature Evaluation)

Integral Image seems similar to the "Summed ArdaleTé§SAT)" idea which is used in
computer graphics for texture mappinghe rectangle Haar-like features can be

computed rapidly by using this approach, and thve ineage will be generated so that the
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value of each pixel in the new image will contane tvalue of the pixel above and the
pixel to the left of the original pixel in the olchage.
Using eqution 3.2, the value of the integral imagk be computed for all the images

introduced into the system by an integral imagectiom:

P(X,y)= D i(X',Y') i, 3.2

X'SX,y'sy
To guarantee that the integral image function dise®b correctly, another function will

be usedwvhich is called the pad function. This functioruised to pad two lines of zeros,
one at the top of the image, and one to the lethefimage, to guarantee a correct result

as shown in the figures 3.5 and .3.6
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Figure 3.5: The implementation of the pad and tivegral image function as an array
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Figure 3.6: The implementation of the pad and titegral image function in an image
To explain the idea of the integral image let's they there are 2 rectangles 3*3 in figure
3.5, one represents part of original image andother represent parts of the integral
image.

As shown in the second rectangle each pixel witesent the summation value of pixels
above and to the left of it. This rectangle is ptidherefore the index starts at p(2,2). If
we want to calculate the integral image, we’ll néadtart at the point +1 (e.g. point X,y,
would be start at (x+1,y+1). For example, the gréé image for pixel p(2,3) is 208
where the value of summation of all pixels left amis: (51+41+33+26+30+27), this is
represented in p(3,4).

When using this implementation, it is easy to cotaghe value of the rectangular sum at
any scale or position. For example if we want tonpate the value of the pixel s of
[p(1,2),p(1,3),p(2,2),p(2,3)] we can easily obtdire sum of them by summing the values

208+0-0-77=131 and so on.
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3.6 Features Apply On Images (Features Extraction)

Feature extraction is a special form of dimensibpatduction in pattern recognition and
image processing. When the input data to an alguris too large to be processed, and is
suspected to be notoriously redundant (much datanét much information), then the
input data will be transformed into a reduced repngation set of features (also named
features’ vector). Transforming the input data itite set of features is called feature
extraction.

If the features extracted are carefully chosens iéxpected that the features’ set will
extract the relevant information from the inputadat order to perform the desired task,
using this reduced representation instead of thesize input. Feature extraction will be
used in this thesis to extract the features ofyeieage in the training set.

The purpose of this section is to generate a largaber of features very quickly, by
computing the integral image for a given set ofnirey images. Then use the feature
extraction method to reduce the represented dettdres, and afterwards extract a small
number of these features by using for the Adabalgstrithm. As the hypothesis of Viola
& Jones supposes that a very small number of theegeres can be combined to form an

effective classifier.
3.7 Threshold Computing

Before talking about the machine learning approaskd in this thesis (Adaboost
algorithm), there is an important term that mustnbentioned which is the threshold
value. It is the value that separates the face filmennon-face images to compute the
weak classifier. The weak classifier is the inmuthte Adaboost algorithm; therefore, the

threshold is important because it is the baseefbak classifier build.
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There are more than one way to compute the thréstadlie as seen in chapter two.This
thesis will compare between two of these methods®which of them is better to use in
face detection system. Based on these two methaas,algorithms will be used to
compute the threshold value in this thesis asvialo

* The average of their means by using equation 3.3.

threshold = i+ + ni=)2 ... (3.3)
wherepi+ mean of facegji— mean of non-faces.
» Optimal threshold that use an algorithm that chibsevalue that best separates
the faces from the non-faces.
There are several steps for this approach for fsathre extraction:
1. Start with the lowest possible threshold.
2. Evaluate the weak classifier with the curremeshold on every face example, and
store the sum of correctly classified faces instdgram (Hfaces) at the current threshold.
3. Evaluate the weak classifier with the currenéshold on every non-face example, and
store the sum of incorrectly classified non-facgeamother histogram (Hnonfaces) at the
current threshold.
4. Increase the threshold to the next discreteevalud start again at step 2 until all
thresholds have been evaluated.
5. Compare Hfaces with Hnonfaces and find the tuolelst that maximizes the difference
function 3.4.
threshold(t) = Hfaces(t) - Hhonfaces(t)y @~ ....... (3.4)

Based on this information about threshold algorghamd the features number in this

thesis, there are 12 systems used in this themth ef the 6 systems are built based on
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one of the threshold algorithms, but different e number of the features as shown in
table 3.2. The first 6 systems that are built aseld on the average of means and saved
as thrshold1.mat for each one of these 6 systehesoiher 6 systems that are built based
on the algorithm of the optimal threshold are sassdhreshold2.mat for each one of

them.
3.8 Weak Classifier Sefretrain)

The Adaboost learning algorithm needs to build $engtassifiers by using the Haar like
features. Each single feature will be associatatl withreshold value to build a weak
classifier that is used as a simple classifier Wigcan input to the Adaboost algoritha.
practical method for completing the analogy betwweak classifiers and features can be
explained as follows:

1- Restrict the weak learner to the set of classificatunctions, each of which
depend on a single feature. The weak learning iéhgoiis designed to select the
single rectangle feature which best separatesdbiéiye and negative examples.

2- For each feature, the weak learner determinesptimal threshold classification
function, such that the minimum number of examdasisclassified.

3- A weak classifier (fi thus consists of
a- Feature J,

b- Threshold §;
c- Parity (p), indicating the direction of the inequality sign.
An easy way to link the weak learner and Haar festis to assign one weak classifier to

one feature. The value of a given single featuord; is evaluated at x, and the output
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of the weak classifier;{x) is either -1 or 1. The output depends on whethe feature

value is less than a given threshélih equation 3.5.

d 1if pifi(x) < pi6i
o { 1IPE@ <po
(x) -1 otherwise (35)

Where pis the parity and x is the image-box to be clasdifiThus our set of features
defines a set of weak classifiers. From the evalnadf each feature type on training
data, it is possible to estimate the value of edessifier's threshold and its parity
variable.

This is also known as a weak learner. The leaseailed weak because even the best
classification function is not expected to classtg training data well (i.e. for a given
problem the best perceptron may only classify tlaning data correctly 51% of the
time).

The weak classifier that is generated will be arayarof two dimensions (features,
database) of 1,-1. To retrain the weak classifisg the new value of the threshold to

compute the weak classifier.
3.9 Adaboost training (Adaboost algorithm)

Boosting is an efficient classifier generating aitjon, used to convert a weak classifier
into a strong one, by combining a collection of wekassifiers to form strong classifier.

The Adaboost learning algorithm is used to boost dlassification performance of a
simple learning algorithm (e.g., it might be usedbbost the performance of a simple

perceptron).
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The hypothesis of Viola and Jones, which is bormadan experiment, hypothesized that
a very small number of these features can be cadbio form an effective classifier.
The main challenge however, is to find these femtur To find these features, they
suggest using a variant of Adaboost that is usesetect the features and to train the
classifier. This suggested that the system useotigenal Adaboost algorithm, which
utilizes a combination of simple weak classificatfanctions to build a strong classifier.
The main idea behind Adaboost is to boost the padiace of a simple weak learning
algorithm.

The task of the Adaboost algorithm is to pick a temdred features and assign weights
to each feature. A set of training images is reducecompute the weighted sum of the
chosen rectangle-features and apply a thresholel.algorithm builds a strong classifier

from the weak classifier by choosing the lowesbem the weak classifier groups.
The Training Algorithm:

In this thesis the Adaboost algorithm that is showrfigure 2.10 is used for boosting

part. The following explains how training algorithmorks:

% give example images{X,y1 )............ (X250 ,Y250),where y=1,-1 for negative and
positive respectively, where X is the images inX24 size and it consist of the 150
images are face and the rest are non-face, wher¥ th label of 1,-1 for face , non-

face.

¢ Initialize weights w, = ﬁ % for yi-1 .1 respectively, where nand [ are the

numbers of negatives (non-face) and positives Jfaespectively in this thesis

m=100, |1=150.
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Fort=1........ T, in this thesis T=3 in each system
1. Normalize the weights, by using equation 3.6.

t,i
Wi &op————on7 7 (3.6)
' j:th']

So that; ¥8 a probability distribution.

2. For each feature j, train a classifigmihich is restricted to using a single feature.
(weak classifier compute) The ermis evaluated with respect tq @omputed by
equation 3.7.

ej=>wilhjlxi)—yil ... (3.7)

3. Choose the classifiey, lwith the lowest erra;

4. Update the weights, using equation 3.8.

_:u‘;_ ! J I ':u‘li”i. f"_j{. — &y
....... (3.8)
Where &= 0 if example s classified correctly,ie1 otherwise, anfl;= 1f—;
The final strong classifier can be calculated ugqgation 3.9.
h(z) = { 1 Zf: fl’f:h:(m) = EZJI: R
0 otherwise . (3.9)

1
wherea; :IogE.

To explain how the Adaboost algorithm works Fig8ré describes the process of the

Adaboost training.



55

Generate large set of
Training samples features
Negative .
[ (nonface) j [Posltlve(face)]

Calculate features on
each sample training

Normalize weights
for samples

no
the final classifier ’»yesigﬁ

Figure 3.7: the Adaboost training diagram expléiow the Adaboost algorithm works.
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As shown in figure 3.7, a large set of Haar featuaee generated before the Adaboost
training, to be used later in the training proc@3se Adaboost algorithm will have two
inputs, the sample weight and the values that arergted from applying the Haar
features on the images. For each alteration, thebdolst computes the threshold, weak
classifier, and calculates the error value for ealdssifier. After that the algorithm
choses the classifier with lowest error, updates wkeights, and then normalizes the
weights after each update. The feature that wasecthm the classifier is saved, and then
the round is iterated. Finally, the final classiftentains all the features that were saved.
At the end of the algorithm, there will be a singteong classifier. The accuracy of this
classifier depends on the training samples andmak classifier. After several strong

classifiers are trained, they are combined togethbuild the detector.



56

3.10 The Strong Classifier

After using the Adaboost algorithm to reduce thenhar of features, by selecting the
best features and building a strong classifier frm@mbining the weak classifiers, and
according to Viola et.al, the detection performan€ea single classifier with a limited
number of features is very poor for a face detactigstem. They suggest the concept of a
cascade, instead of evaluating one large strorggifiler on a detection window. It is
simply a sequence of strong classifiers which alleha high correct detection rate. The
key idea is using a multi-stage classifier as showrFigure 3.8. The system needs
another algorithm to help reduce significantly higbmputation time for the face
detection system, and achieves better detectidorpgnce. It is an efficient algorithm,
because it depends on the principle of rejectirgrtegative subwindow quickly in the
earlier stages of the cascade, which uses a smalber of features to increase the
computation process. If the subwidow is positivayill pass it to the next stage which is
more complex from the previous stage, and so ofil, itneaches the last stage. The last
stage is more complex, and has a large numbeatirgs compared the other stages. The
cascade structure uses a degenerate decision lire¢he cascade classifier, the
subwindow which is used to input the classifier hHa® probabilities. The first
probability is to reject in one of the stages, whis classified as a negative sample

(nonface), or pass all the stages, then it wiktllassified as a (positive) face.



57

| Sub windows of
[ image

= nonface x = nonface =

= nonface x I

Rejected sub windows

Figure 3.8: The Cascade Classifier structure.

The training cascade structures the number featmesach stage, and the number of
stages depend on the two constraints, which ardatte detection rate and the false
positive rate.
The cascade structure has three main parametérsetbd to be determined:

1- The total number of classifiers.

2- The number of features in each stage.

3- The threshold of each stage.
In this thesis, the cascade structure is basedhenntethod used by Berggren &
Gregersson (2008), but it differs in that this the®nsists of 3 stages, and each stage has
different number of features. In stage one theee2afeatures, in stage two there are 5
features, and in the final stage the number ofifeatis 10. The first strong classifier was
trained with the whole training set of faces and-fexes. The second strong classifier
used a training set containing all faces, but dhy non-faces that the previous strong
classifier could not classify correctly. This walye strong classifiers in the later steps of
the cascade can focus on different non-faces tiaprevious steps. This means that the

cascade consists of strong classifiers that arel gbcseparating different sets of non-
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faces from the faces. As an optimization of theoalgm, the thresholds of the weak
classifiers can be retrained after updating thenitrg set. This will remove the

dependencies from discarding non-face examples.

3.11 Evaluating the Classifier and Discarding Corretly Detected Non-

Faces

To obtain better results for the next strong cfessievaluate the training images for all
of the non-face images, and correctly discard falhe non-face images. The training set
is then decreased, and used to buileav Training Set Evaluated By New Classifier.
Sincethe data training is not too big, it might causprablem in the training with the
Adaboost, and cause errors in computing. Theref@eneed to add data training in the
step with 50 images in each Adaboost train. Abdd@ images will be added to the

original image test to enhance the training part.
3.12 The Detector and the Detection

The detector is considered as a second part fstfstem in other papers. It is used after
applying the previous steps. The detector’s stredibased on the Adaboost algorithm.
For each strong classifier that the Adaboost geegrshe threshold of the stage will be
computed and saved to be compared later, thishibiekss different than the threshold

used in the training stage. It will be decidech# input image is a face or not as shown in

figure 3.9, which shows the detection procedure.
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Figure 3.9: The detection procedure.

Another thing that must be known in this principgethe size of the image that was
scanned and the detector scale. The detector @mtgenerated from the training has a
specific 24x24 size. To scan images bigger thandize, the detector will have to scan
the entire image to find whether a face existsatr also there might be other things that
interfere with the detector to find whether a fagests or not. Therefore two solutions to

solve this issue could be used. First, resize #teator make the detector bigger (feature
values), or resize the image to make the imagelem&ach time the detector will scan

the image to find whether a face exists or not.

To make the image that the system can scan, aidanstneeded to convert the image if

it is bigger than 384 x288 to an image in this size
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In our thesis, the idea of resizing the image wsadu which is shown in figure 3.10.

There are 12 layers for any image size 384 x2gss, and in each one the detector will

scan all the images trying to find any face. Hager, the original images is divided into

subwindows, each window size will be 24x24. Thevdgndows will be inputted in the

detector to decide if the sub image is a face orfawe. If the image was nonface, it

would be discarded, otherwise the image is savhis dperation is repeated on the 11

sizes of the image until the image size become224x smaller, and then plot the result

on the original image.

4

Extract
Input image windows
and scan

H(x)
classifier

Multiple resolution images |-~

face

l

nonface

Save the

» faces
found

+
no

fimage
<24*24

yes

Plot the faces
on the original
image

Figure 3.10: The block diagram of the face detegsad in the system.
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Chapter 4

Experimental Result and Discussion

4.1 Experimental Result

The face detection systems presented in this thesis trained and tested using
MATLAB 7.0 on Intel core (TM) i3 2.13 GHz 4GB of RA and windows Vistd"
Ultimate operating system.

The 12 systems were built similarly, but they diffie what features they have and the
method used to compute the threshold. The systealnsergrouped into six groups based
on the number of features, and two groups basetthethreshold’s calculation method.
Each system will be divided into two sections. Tinst is the training section and the
second is the detection (testing) section

4.1.1 Training

As mentioned before, the database used in traigingt a famous database. It is built by
hand for the purpose of obtaining a database thatelierything in terms of face details
like glasses, scarf on the head, beards, Mustatd@s color, llluminationand anything
that may help build a strong database. Even thauglay have different type of images,
the number of the images in this database not tgdike in other databases. In this
database 250 images were used. In the figure 4dwpbegou can see some of the
examples of the images that were used in the dsgalddl of the images were scaled to

the size of the subwindow, which is used in theéesys (24x24).
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E-Emﬂﬂg.ﬂ. .................. -(a) faces
ol .ﬁ];‘i m ﬁmﬂ .......... ﬁ (b) nonfaces

Figure 4.1: Examples of images that were usedarirdining.
All of the training data was labeled as face and-fawe images manually. The dataset
has 2 inputs to the system for training, the fingiut is the image and the second input is
a label for image groups as 1 for face and -1 émfaces.
In parallel with processing the dataset imagesethee feature generation process. In this
process, the features will be generated for egub, tyn every scale and location, and for
each system. The number of features in each syistexplained in table 3.2. After that
the training process will apply every feature aédé features on the training images, and
extract features to prepare them to compute theshimid, and generate the weak
classifier and then continue the other process.tirhe needed to apply the features on
the images, increases as the number of featuresase It takes about 7-12 hours to
apply the features on all of the images, dependimthe system.
After computing the threshold values, using the twethods, the weak classifiers for
each system before the training using the Adabedisgive the rates for every system as
shown in the tables 4.1 ,Where FRFase positive.An image is called false positive if
the image is not a face, but the detector labels positive, TP is @rue positive image
where an image of a face that the detector coyréadteled positive.
False negativeFN is a face image, but the detector labels eggative, which means it
does not find that face. TN |&ue negative which a negative image is correctly labeled

as negative.



63

The rate Tp Fn Tn Fp

System. 0.5818: 0.4181° 0.5640: 0.4359¢
System:. 0.5583: 0.4416° 0.5483: 0.4516¢
System. 0.5706t 0.4293: 0.5542¢ 0.4457:
System: 0.5677¢ 0.4322: 0.3586¢ 0.6413t
System! 0.5623: 0.4376° 0.5492: 0.4507
Systemi 0.5633: 0.4366¢ 0.5502" 0.4497:

Table 4.1: The system based on the threshold Tgg&ef means) before training

The rate Tp Fn Tn Fp

System. 0.8907:. 0.1092¢ 0.3272- 0.6727¢
System: 0.9073t 0.09261! 0.283¢ 0.716:
System. 0.8987: 0.1012° 0.3020° 0.6979:
System: 0.8636: 0.1363¢ 0.1685: 0.8314¢
System! 0.9046: 0.09538. 0.2818: 0.7181¢
System! 0.9037 0.09622! 0.2845: 0.7154¢

Table 4.2: The system based on the threshold {apthreshold) before training

From these results, system 1 in 4.1 the Tp is hithen the other systems. While in 4.2
system 2 the Tp is highest, even though the numifetise features in these systems is
low. These results have not gone through the Adstitomining algorithm yet.

The second method to compute the threshold isritie the first method as shown in
Tables 4.1 and 4.2. The first system in table keiger, while in the second method the
second system is better than the systems compahede results will change after the

Adaboost algorithm training, the system will be:
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The rate Tp Fn Tn Fp
System:. 0.7266° 0.2733 1 0
System:. 0.72 0.2¢ 1 0
System: 0.7z 0.2¢ 1 0
System. 0.9466 0.05333: 0.9047¢ 0.09523i
System! 0.653: 0.3466° 1 0
System! 0.7066° 0.2933: 1 0

Table 4.3: The system based on the threshold

Tggeeof means) after training

The rate Tp Fn Tn Fp
System: 0.8133: 0.1866° 1 0
System: 0.7¢ 0.2z 1 0
System: 0.7¢ 0.2z 1 0
System. 0.9866 0.01333: 1 0
System! 0.7133: 0.2866° 1 0
Systemi 0.7866 0.2133¢ 1 0

Table 4.4: The system based on the threshold {apthreshold) after training

From Table 4.3 we could observe that system 4 Hagleer Tp rate, but it still has Fp
rate unlike other systems. System 1 had the bssltsevhen Fp rate was considered. On
the other hand, from Table 4.4 we could observesystem 4 had the best results. These
results were obtained from the he training secianinitial results, and it might change
during the next section.

As seen in the training results, all the systeras wWere built based on the second method

of threshold give a better performance than trst fnethod, but it takes a long of time to
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compute the results. This makes the training ofbddat of these systems slower than

the others. Tables 4.3 and 4.4 are the final reduhie training.
4.1.2 Testing

In this section all systems will be run on the MiTUM database and compare between
them. One image from this database is shown inr&igw2. The image consists of 25
faces as shown below, and the result of each dmters shown on it. Table 4.5 will

display the detection window, false positive anetnegative.
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Figure 4.2: The implantation of the classifiersasnimage using all systems.
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Systems| Detected| True False Systems| Detected| True False
positive | positive positive | positive
4a-1 17 5 12 4a-2 115 8 107
4b-1 15 4 11 4b-2 62 8 54
5-1 18 5 13 5-2 75 8 67
6-1 52 0 52 6-2 6 1 5
7-1 18 7 11 7-2 16 3 13
8-1 13 6 7 8-2 47 5 42

Table 4.5: The result of detector on the test image

The left side of the table represents the resuth@efgroup that is based on the average of

mean, to compute the threshold, and the right swm®ains the results of the other

method

The detection rate for this image is 25% in mosteys. That's because the simple

detector that was built, the average time for deteceach image is 3 to 4 minutes.

Therefore all the training database will take agprately 7 hours.

In general, this implementation on MIT +CUM of tkesystems doesn't achieve a good

tp, fp. In 8-1, the tp is 235 and the fp is 1240842 the tp 414, fp is 3201.
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System Detection rate System Detection rate
4a-1 29% 4a-2 54%
4b-1 39% 4b-2 35%
5-1 42% 5-2 29%
6-1 21% 6-2 03%
7-1 31% 7-2 36%
8-1 27% 8-2 45%

Table 4.6 the detection rate of the systems

Table 4.6 shows that the system that was builtgu#iie second threshold has better

results in general, except in the case of 6-2, imxahe features that were used in this
detector were not good. Comparing between the fiesin different systems, the features

that were used 5-1 were better in first group, &iml the second group systems 4a-1, 8-2
also provided good results.

As a result of these systems, the first group geasrfaster, but is less accurate than the
second group. Furthermore , the second group gesearsore rectangles than the first, so

the fp images in the second group is higher thanfghin the in the first systems. These

results are not very accurate because the deteatsists of 3 layers and the third layer

only has 10 features.
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4.2 Discussion

The detector that was used in this thesis was alsimletector; it was used to gather
statistical data when comparing between featuresth@ two methods to compute the
threshold. The detector used is a it was creataegha@ve the objective of this thesis.

As seen in the tables in section 4.1, the resudtdiren that the Adaboost algorithm
increases the efficiency of the system for allleff systems. As for the feature types, the
results have shown that when using equation 3.@akculate the threshold, the results
were better if Viola & Jones system, that includedture 5 was used. On the other hand,
if equation 3.3 was used, the 4 feature (not ba8itgatures system is better. Also it was
noted that the systems that used the diagonalrésasinowed that the detection rate was
decreased, except when it was used for the Violdo&es system. This shows why
researchers don’t use this feature in their rebeaned why it was not used by Intel in
open CV, but instead used (1a, 1b, 2a, 2b, 2ch@srsin (2007).

The number of features is directly proportional ttee detector's accuracy, it was
mentioned in different papers that the number afuies in a single classifier should be
at least 15 to give good results. But in the 3estdg this thesis the highest number was
10.

According to the tables in 4.1 the threshold valuese better for systems that used
equation 3.3 in the training stages. On the otlamdhduring the testing stages that were
done on the MIT+CUM databases, and according tte tal6, the data show that the
results varied between the systems, but in genersightly better for systems used

equation 3.3. The difference between the two is tthee required to calculate the
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threshold. The time required to calculate a singdue using equation 3.3 is
approximately 0.32ms, while the time required fgu&tion 3.2 is approximately 0.02ms.
The number of the databases greatly affects trextbets efficiency, and since the data is
not big compared to the other systems, it will etffdhe threshold’s calculation. That's
why adding 50 nonface images to the data is used @itcarding some images.

Since the detector has low accuracy, the numbéacafs detected will be low. Another
problem that this might cause is the high numbefalsie positives (FP), furthermore we
haven’'t mentioned the overlap that might happerclvitiaused an increased number of
FP.

There are many researches that used Viola & Jomtkooh In case of comparing the
different researches that emerged in this fieléreahare many of them. Therefore we
chose a small number of the researches that wese malated to our topic, to compare

with our thesis.

Classifier Detection rate| Threshold Features Database use
number/Classifie

Viola & 93.7% Doesn't 4297 features MIT+CUM

Jones(2001) mention

ZALHAN BIN | 94.25% Mutli threshold BiolD

MOHD

ZIN(2007)

Grafulla &|96.71% Optimal 6 strong| Cambridge

Gregersson threshold classifiers AT&T

Laboratories

Used system | 54% Optimal 15 MIT+CUM

threshold

Table 4.7: Results compared to other system.
In 2001, Viola & Jones created a detector is wiBRdayer cascade of classifiers which
includes a total of 4297 features. They ran testshe MIT+CUM database using that

detector and the detection rate was 93.7% and e positives were 422. Their face
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detector can process a 384 by 288 pixel image autal®67 seconds (using a starting
scale of 1.25 and a step size of 1.5 describedMelthis is roughly 15 times faster than
the Rowley-Baluja-Kanade detector, though they ‘didrention how their threshold was
calculated in their paper.

Zin Mohd(2007), achieved a detection rate of 94.25¥%e tests were run on the BiolD
database, which contained 1,00 images containingsfaf different people, gender,
expression, size, location, level of illuminatiomdaappearance of non-face objects.. He
used gentle Adaboost, and multi threshold to cateuthe threshold. Seven new feature
types were proposed in order to increase the gqualit feature selections. As a
consequence, the feature solution sets and thehsspace become bigger and genetic
algorithm has been used to overcome the probleimatdre.

Grafulla & Gregersson (2008) used face detecti@ethan the Viola & Jones approach.
They built a system that consisted of 6 strong sifi@ss. They achieved 96.71%
detection rate, by using optimal threshold. Thegoabuilt 2 other systems, an
optimization system and an extension cascade. Tusgd Cambridge AT&T
Laboratories database, this database contained 29 images and 4548 nonface
images. All the images were 19x19 pixels in gralscsored in pgm format.

Finally, in the system used by this thesis, use®24ixel images based on the Viola &
Jones approach. The detection rate was 54%, theshtbid used was the optimal
threshold, which is the same method as Grafulla r@gérsson. It consists of 3 strong
classifiers. The test database was MIT+CUM. The féetector process time, was from 3

to 4 minutes.
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Chapter 5
Conclusion and Future work

5.1 Conclusion

In this thesis 12 systems were implemented baseth@rHaar features and Adaboost
algorithm. There are 8 different types of Haar deas, on the other hand there are two
methods that were used to compare the threshokkdan the above configurations, the
systems were divided into 6 groups based on theirees and 2 groups based on the
threshold calculation methods. These features @dimided to create 6 groups based on
them; each group containing 4 simple, 4, 5, 6B of these Haar features. On the other
hand, the 2 groups based on the threshold werel lmas¢he average of means and the
optimal threshold methods.

The system used a custom database that was gehenataually; it tried to include
everything in terms of face details like glassesrison the head, beards, mustaches,
different face colors, different llluminatipmnd anything that could help build a strong
database. The databases contained 350 face arataanfages.

The system used the Adaboost algorithm to builddétector, it consists of 3 stages of
strong classifiers; the first consisted of 2 welgssifiers, the second consisted of 5 weak
classifiers, and the last strong classifier copdisif 10 weak classifiers to be built. Each
weak classifier is computed based on the threshafbre entering the Adaboost
algorithm.

For all of the systems that were implemented is thesis, the researcher has shown that

the second method has improved computing the tbl@éslompared to the first method.
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This means that it would provide better and mougate results. On the other hand, the
first method showed that it takes less time to tgeethe results. Therefore , if speed and
less computation is needed, and having less agcigacceptable, it would be advised to
use the first method, though accuracy could beeas®d by increasing the number of
iterations used in the Adaboost algorithm.

The total number of raw Haar features computed wisnbwindow of size 24x24 in table
3.1 gave different results than the results thatewsbserved; therefore the data in the
table appears to be incorrect according to thisisheesults. The four non-basic features
are better than the basic features based on thdéisrébat was computed in table 4.4.
Furthermore, it was observed that feature 3 doéspravide better results. And we’d
advise not to use it in the future, and instead arse of the basic features in Viola &

Jones.
5.2 Future work

As a recommendation for the designed systems tmdre efficient and achieve higher
detection rate, we could enhance the stages bygadore features or by adding more
stages (strong classifier). Furthermore based esethesults, we could solve the problem
of the overlap to get better detection rates, doenammparisons with more threshold
methods (single or multi threshold), add multi-fadetection and building a face

detection system that’s more accurate and faster.
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