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Abstract

Image thresholding is one of the techniquesdhatised for image segmentation.
Threshold techniques divide the image into twain regions, these are: Fgreund and
Background. Theoutput of the thresholding process is a binary image with only two
regions thatareformed by the highest possible contrast that could be found in the.image
Entropies are information gaepproacks that have been used for image thresholding
with various application and image modalities. Howeviee, accuracy of the existing
entropies for image thresholding has been studied in general domain (e.g.: natural
imagesbhhat teams from the regular medical images and images that form in the ordinary
image s a reflection of light object®Vhile medical imaged aken by magnetic resonance
imaging, for example, A strong magnetic field is used with radio frequencies and
computer to producautomatic selection of the best result. It produces the results with
the highest accuracygetailed images of organs and soft tissues, bones and other internal
parts of the bodyand were not compared thoroughlly this work, the accuracy of the
entropybased thresholding approaches and their combination in brain tumotiatete

framework is investigated. For this purpose, a framework for brain tumor segmentation



XV

is developed. The developed framework is made simple and has the core process of the
image thresholding, in order to evaluate the accuracy of the entropies. Fugiem)
namely, Reniyh, Maximum, Minimum, Tsallis and Kapur are evaluated. The aggregation
of entropies was implemented and evaluated. The results show that the maximum entropy
is the best for brain tumor detection. Moreover, it was shown that aggregfagimnopies

output does not enhance the result, however, it works as

Keywords: Accuracy Evaluation Entropybased Image Thresholding
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CHAPTER ONE

INTRODUCTION

Captured images, over decades, have helped in solving oh¢ghe problems that
were difficult to resolve using the traditional ways in many fields, such as: earthescienc
astronomy, biology, industrgtc. Images have also contributed to the development of the
most important field, the medical, which helpghe survival of the human being/ith
the ever increase in the value iofages;there is a demand for automatic analysis,
processing andecognition of these image$he processing demand is emerged by the
fact that it might be difficult toe-capturetheimages as the phenomena cannot be brought
back to an earlier time or it is too expensive to capture the same image again and again.

The solution to such atomizatisthe digital image processing.

Digital image processing is a branch of computer scirateconcerns about the
automatic handlingf the images in term of saving, improving, analysis and information
extraction. Image segmentatioraisimportant phase in digital image processing. Image
segmentatiordivides the imageinto coherent and homogeous regionsccording to
specific criteria, such as: region color, region shape, or region boundary. The union of the
segmented regions should result in reconfiguring the original image. Image segmentation
allows the extraction of valuable informationrtdhe image as it provides a hitgvel
description of each region individually, and allows for the linkage of neighboring regions
in the image. An example of a segmented image is illustrateayimel.1 (Gonzale&

Woods, 200
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Figure 1.1: Segnentation of brain image (Myron et al., 1970)

1.1 Tumor Detection

Tumor is the abnormal growth of ceftsform abnormal fraction that has different
characteristicfrom the normal cellsTumor is classified intoa benign tumoy pre-
malignant tumoandmalignant. Benign tumor is the otfeatdoes not grow suddenand
hasno effect ontissue example of this class of tumom®mles.Premalignantis the class
that if it is not treated quicklyit becoms a malignant tumoMalignant tumor grows
rapidy and affects the neighboring tissue awith time, it affectshuman life and leads
to the deathTumordetectionis an important part in the treatment process. Thus, tumor
detection techniques have conamimesearchers in computer fields, especialyage

processingWu, & Chang, 200y

(b)

Figure 1.2:Brain tumor detection (a) input image and (b) detected tumorregion
(Wué& Chang, 2007)



Automatic tumor detection in early stage is critical task that were addressed by
many existing approaches. One of the mportant stage in tumor detection is image
segmentation, in which tumor is being isolated from other healthy tissues. By isolating

the tumor then determines its stage, the treatment becomes easier(Marcel ,2004).
1.2 Entropy-based Image Thresholding

Imagethresholdings one of theéechniqueshatareused for image segmentation.
Threshold techniques divide the image into twain regions, these are: Fgreund and
Background. The output of the thresholding process is a binary image with only two
regionsthat formed by the highest possible contrast that could be found in the image
(Abu-Shareha et. al., 2008). This typetbfesholding which producewo regions,is
called global thresholdingl'he other type of thresholding is calledllti-thresholding.
Multi-thresholding, ingeneral,is implemented by segmenting an image into multiple

objects and background, as illustratedrigurel.2.

What's happening, during the application of the threshgihdFirst, the value of
the threshold is determined. Then pakelswith valueshat are greater than the threshold
considered in one object and all the pixeith valuesthat are less than the threshold

value is considered as a background and vice ¥Brsgaanna&Arora2006.

(a) (b)
Figure 1.3: Example segmentedimage (a) an image ofthree objects and (b)the
result ofimagesegmentation




The main assumption of global threshodgiis that the object and background can
be distinguished by searching the gtayel value that divides the image into two
distinguishedpatts. Thresholdnathematically easy and required less time compared to

the other approaches of image segmentatiBhSqyed et al., 2014).

In order to determine the value of the threshold, several approaches have been
developed and used. Entropy is onehafse approaches that agat finding a threshold
value that facilitates maximum information extraction from the image. Entropy has been
emerged in Information Theory to extract the amount of information expressed by a piece

of data (EdSayed 2014).

Entropy is a Greece word, which means "if any system has many point of
information's, the entropy is incense until arrive to equal distribution for this
information”. This technique helps to get a good threshold for the regionsimadge.
Entropiesnot onlyused in computesciencesit is used in many differeritelds, such as:
physics, biology, astronomytc. Entropy in image processing measures the amount of
information that can be obtained from the image, either in its original form or after some
processing. There are several ways to use entropy, as well as several equations to be used

as the entropy basis(Athareha et al., 2008).

The entropies that atesed for thresholdingyre manyeach of them has different
aim, such as: reducing error, irese efficiencgandremove noise. Some kindseritropy

are:Renyh, maximum Tsallisandminimum cross.

In this work, the accuracy of image thresholding, as the most important factor in tumor

detectionis evaluated.



1.3 Problem Statement

The accuracy ahe existing entropies for image thresholding has been studied in
general domain (e.g.: natural imagé#wever, natural imagaredifferent from medical
images by all means (e.g.: the contrast, colors, etc.). Moremeglical images differ
from each dter by the means of organ, modality and equitation paranseteisagshosen
thresholdhg value,priorities value and possibilitieglue Subsequently, thelis a need

to evaluate thexistingentropies fomedical imagesegmentation.
This problem can bfurther divided into the following suproblems:
1. Howtodevelop atumor detection framework that depends on image thresholding.

2. How to use entropy based thresholding in the developed tumor detection

framework.

3. How to combine more thasingleentropy to prduce a single segmented image

by merging and selection

4. How to canpare between different entroppsed thresholding in the developed

tumor detection frameworénd different combinatian

1.4 Goal and Objectives

The goal of this work is to evadte the acuracy of the entroppased thresholding
approaches and their combination in brain tumor detection framework. The objectives of

this research are as follows:



1. To develop a tumor detection framework that takbgin image and produces a

segmented imageitl a detected tumor thetumoris present.

2. To use different entropy based thresholding in the developed tumor detection

framework.

3. To combine multiple thresholding amaches by applying logical operators
(AND andOR) onthe thresholdingutputandacauires arautanaticselectionof

their outpusto get the bestesult

4. To evaluate andomparethe entropies resultnd their different combinations in

the developed tumor detection framework.

1.5 Motivation

A human lifeis the most important thing ihe globe medicalresearcher tries to
make humaitife comfortableby defeating and curindiseaseshat may decimate health
This work is motivated bipoththe crucial neeébr technologybased applicatianin the
field of tumor detectionandalsothe signficant amount of time and effotb be saved by
involving machine learning techniques in this fielore specifically, this workis
devoted tabrain tumors that areot easy to beinderstoodas it comes in images with
different shapes and intensiti€urrently, as the diectionprocessis still immature it is

not really used fotreatment and diagnosis, itused for indexing and retrieval of images

in teachingof medicineby example



1.6 Research Methodology

The proposed work is implemented in various phases as givegurel.4, these are:

Buildinga Segmentatior Buildinga Cla§sificatior Buildingan Analysis
Framework Mechanism Mechanism

!

Experimental
Results

Figure 1.4: Research Methodology

Building a Segmentation Frame&vork

First, a segmentation framework, in which the entropies will be empl®yednstructed.
Simply, this framework reads the input image, applies the threshadicigeportthe

results

The prgosed framework deals withedicalimage subject matter igray-level images
The difference between the grlawel imagesand color images that each pixel in gray
level images is represented by a single value, usu2%50 whileeachpixel in color
images represented by more than one védug: 3 values for RGB image@ylohamed

and Clausi, 2001).

Building a Classification Mechanism

The images, befor¢hey undego to image segmentation for the purpose of tumor

detection, theyutergoclassification processyhich classifies the images based on the



presence and absenceduwhor. The classification is implemented based onntlagies as

a whole.

Building an Analysis Mechanism

The outpus of different entropiesare collected and anaed and combined using

different logical operators.

Evaluation

Theevaluation of the proposed framework is carried on based on a set of syntactic data.

1.7 Scope

The research conducted in this thesis evaluates the accuracy of the-basegymage
thresholding in tumor detection framework, the following summarizes the scope of the

conducted research:

1 Imagesused in this research asynhetic images provided by a wektnown
trusted provide Obtainingimages of real tumor patieritsna easy ashis would
involve privacyand data protection issuésowever, what is applied aynthetic

images can be applied on real images as they are identical by all the means.

1 The processing framework deals with individuals 2D images. 3D volume

processing is outside theape of this research.

1 This thesisfocus on the original and mostiitilized entropies. Other entropies

that were developed by extended original one is outside the scopetbetiss



1.8 Thesis Outines

In this chapterChapter One, a brief introduction to the problem that will investigates

in this thesis is given. Moreover, the problem statement, goal and objectives and the
proposed framework is give@hapter Two, discusses the related work in the field of
entropybased imagehtesholding and tumor detectioBhapter Three, presents and
discusses the proposed work for evaluating the existing eAbagsd image thresholding

in tumor detection frameworkChapter Four, present the experimental results and
discusses he finding€hapter Five presents a brief summary of the thesis findings and

the future direction.
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CHAPTER TWO

BACKGROUND AND LITRATURE REVIEW

This chapter is devoted for clarifying the concept of image thresholding based on
entropy and automatic tumor detectigh.brief backgrounds given in section 2.1.
Section 2.2 reviews the related work on segmentatiSastion 2.3presesithe related

work on brain tumor detection. Section 2.4 givesiamaryof this chapter

2.1 Background

As mentioned beforgjlobalimage thresholdinglividestheimage into two main
regionsthat are: Breground andBackground The output of the thresholding process is
a binary image with only two regions that represents the highest posasititast that
couldbe found in the image. Thocess is illustrated iRigure2.1. The image is first
read as a matrix esflumbers, each valuethematrixrepresents the intensity at each pixel.
Then, the threshold is determine8hownin Figure2.1, asthe value of 1,0Finally, a
binary matrx is generated based on the threshold value and the output image from the
binary matrix. While, there are manyhresholding techniques presentsdch as
‘histogramshapebased methodglobal and localentropies are one of the most utilized
technique for it is reliabilitygeck&Teboulle, 2000 Image thresholding is simply finding
the optimal value to be used to transform an image into a Black/White image based on
the optimal thresholdig value.Pixels of he original image is to be scanned against the
optimal threshold, where the valuetbé pixel is to be set to,Black, if the value of the
pixel is less than the thresholding value. OtherwiBe pixel is transformed to 255,

White, & shown irfigure 2.1.


https://en.wikipedia.org/wiki/Histogram

0 0 0 0 0 0
0 0 1 0 0 0
2 71 15 255 | 255 255

Figure 2.1 Image Thresholding

Table2.1: List ofEntropies used in Image Thresholding

Name Aim Usability
Renyi Reduce error Works on the distribution of gray level prioriti
Reduce noise | that are represented by the density scale.
Maximum | Reduce the tim¢ Generate a strong correlatiobetween datg

and Increase partitions .
equality
Tsallis Reduce the time| Determine the value of the grégvel and mid
level gray in order to choose the optimal d
distribution.
Minimum Noise resistant | Increases the contrast at the edges in the ima
Kapur Reduce error Expresses guantifiable information that gives

Reduce noise best state of distribution.

Renyh Entropy was established in 1961y Renyh, with the aims to divide a
given set of data into two main parts that maximizes the information gain. Later on,
Renyih entropy were used in many fields, including image threshol&egyh entropy
is based omathematicakquation, as given in Equation 2.1, Equation 2.2 and Equation

2.3.

(pO —I1 B n (2.1)

(¢O —I B 1 (2.2)

T=MAX (H1+ H>2) (2.3)



where,H1 and HZ2are the generated parts using the threshold vialags a small
selected value in the range 1) pi and pjare the probability of data pieces in H1 and H2

regions, respectivelfAbu-Shareha et al., 2008)

Tsallis entropy dea with bilateral level or multievel data (e.g.: images).
Compare tdRenyh, this type is much easier to be implemerttddes less time and the
value thaproduced byfsalligs mordlexible. Unlike Renyh, which focus on the within
homogenei, Tsallifocuses on the among heterogeneitiiich form more clear edges
in the image and thus a better segmentation for the imeggdlisentropy is based on
mathematical equation, as given in Equation 2.4, Equation 2.5 and Equat(&ald®,

2006).

(p O —p PDwher 624 |

(¢ O p B Db (25

t=MAX (H1 + H2)(2.6)



where,H1 and H2 are the generated parts using the threshold values a
selected valuepi and pj are the probability of data pieces in H1 and H2 argj
respectivelyln the maximum and minimum entropy, the assumption is that, there
strong correlation between datlements. The aim is to find théest distributiothat
maximize the information gain. &imum entropys calculatecbased omathematal

equation, as given in Egtion 2.7, Equation 2.8 and Equation gSatoo, 2006).

~

( po B 01 I10C (2.7)
( po 01 10¢2.8)
t=MAX (H1+ H>2) (2.9)

Minimum entropy is seen as an extension of the maximum entropy, noted that in
the absence of advanced sufficient informatiooth maximum and minimum produced

preliminary equal informatio(Phillips et al, 2006).

Kapurentropy is very similar toTsallisentropy. HoweverSarkar (2013 results
proved that Kapur Entropy gives more effective rssillan Tsallis in terms of noise
removal, although most researchers confirm thaettieopy, in general, is similar, they
produced different results based on the underlyipglieation. Kapurentropy is
calculated based on mathematical equation, as given in Equdt@yfguation 211 and

Equation 212(Bhandari et a] 2014)



(po —2 (2.10)
B e
(po ——— (2.11)
T =MAX (H1+ H2) (2.12)

2.2 Related Work

There are mangpproachks and techniques that are used for entiogged mage
thresholding.The original entropies, as Yabeen discussed earliaand enhanced by
many techniques proposed in the literature, by modifying the underlying calculations,
adding preprocessing opostprocessing stepsin the following, a summary of these

techniques are given.

Changet al., (1994) sal entropybasedthresholdng with hashbaseddistance
metrics in order to enhance the accuracy in images with a very limitedegyelyange.
Theexperimental result shows that while the original entropy focused on the homogeneity
within region parts, the developed appraachain both the within region and among

region homogeneity and heterogeneity criteria.

Sahoo, (2006) proposed an image thréhg techniqueusing Tsallis entropy.
The proposed approach extends the original entropy by proposing a two dimensional
histogram that capture the differences in neighborhood pixels. Then, the proposed
technique calculates the entropy based on the catetirhistogram and using a various,
alpha values. The value of alpha, has been proved to change the results significantly.
Thus, the value of alpha was chosen automatically by analyzing the output of several

al phadés and select the optimal one.



Mp

Yin, (2007 proposed multlevel image thresholding based on Minimum entropy.
In-order to ease the process of calculating the distribution for all possible threshold
values, the proposed approach uses an optimization approach. The experimental showed

that using swarmoptimization increases the efficiency of the minimum entropy

Abu-Shareha et al(2008) prosedan image thresholding usifRenyh entropy
by calculating distributiorof information betweetwo regions The final threshold vagu
is the maximum value fahe distribution of informatiocomponerg, which showed high
efficiency and more accurate resulitie developed techniqueses the advantageof
texture andmage intensityin ordeto increaseéhe homogeneity within the regions and

heterogeneity among riegs.

Zhang and Wu(201]) proposed a muHievel image thresholding based on
Tsallis. Inorder to ease the process of calculating the distribution for all possible
threshold values, the proposed approach uses an optimization approach. The experimental
reaults showed that using Bee colony algorithm increake efficiency of the Tsallis
entropy. It was clear that Bee colony is much faster than Genetic Algorithm in this
context. Moreover, compatewith other entropies, Tsallis is shown to give superior

resuts.

El-Sayed et a) (2014) proposed a new thresholding approach based on Tsallis
entropy. The proposed approach constructs adiwensionalhistogram by the gray
value of all pixels compares with theemage gray value of all pixefsmodifiedTsallis
entropy was then applied on the generated histogram. The experimesnuialwhich was
implemented on real andynthetic images showed that the proposed approach

outperformed many of the thresholding techniques using the original entropies.



El-Sayed(2015)used Shannon entropies, which is identic&émyi to segment
the image and highlight the edges. The proposed approach uses the entropy as it is follow
the thresholding process with edge detection on the generated thresholded image. The
results show thathe proposed approach outperforms the ‘ketiwn edge detection

techniques.

Overall, different approaches were proposed for image processing based on using
entropies for information extraction. The reviewed papers, above, shows that different
entropies hve shown to give different results in different domains and applications. Thus,
there is no best entropy for all applications. The reviewatgrations summarized in

Table 2.2.



Table 2.2: Summery of the Related Worksin Entropy-based Thresholding

(%) =
& | £ ° =

> = o9 © @ 3] )
Author(Year) ) § §§ N S c 2 S o @ 3

= 2 SE| £ |82 £ | BE |25

L S (T m @ wo X~ |z
Chang et al., Tsallis Mammography imag a a a
(1994)
Sahoo (2006) | Tsallis Segmentatioimage a a
Yin (2007) Minimum | The temperature a a

distribution
Abu-Shareha et | Renyi a novel combination | & a
al., (2008) mechanism
Bhandari et al.,| Kapur segmentation a a a a
(2019 purposes
El-Sayed et al., | Tsallis Canny method a a a
(2014) Sobel method
LOG method
Phillips et al., | Maximum | wildlife a a a
(2009
El-Sayed (2015)| Haverd Brain image a a a a
tasllis

The differences aéntropy based thresholdingsults are causdry many factors,
as shown or2.2. For eample, the type of used entropy is indeed affecting the results.
Also different images give different results, based on level of details and noise in the
image.Maximum Entopy, forinstanceworks based oithe distribution of information
on image bordersSo better results are expectd#dMaximum entropy when distribution

of informationin theimageis better.
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2.3Brain Tumor Detection

Statistics sayhatthe lowsurvival rateof patients with brain tumas due to the
lack of disease understanding. Thest effective wayor more succes# dealing with
the disease ithe advances imedical image processinglowever,brain images are
complex andrequire careful pocessing stage 4arder to reveal the underlying
information Subsequently, several approaches, techniquesappbacks for brain

tumor detection werproposedRrastawa et g12004).

Prastawa et 3gl(2004) proposed an approach for brain tumeteattion using
imagethresholang. As illustrated in Figure 2, dter the thresholds applied, a graph
structure of thdrainregions in the image is generatBased on the edge weights which
reflects the region connectivitihe best option for tumdreatment is determinedhese
options are: surgeryadiation therapy and chemotherafdhe choice of therapyfor
exampledepends on the size and type of tumor grade and locatiooh all revealed in

the constructed graph

Image
Thresholding

Graph
Construction

[yl

Graeh T oeeon 1
Analysis i Decision |

Figure 2.2 Brain Tumor Detection Framework Proposed byPrastawa et al.,(2004)
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Ahmed& Mohammad(2008Proposed a brain tumor extraction and segmentation
from the MR images. First, the image is enhanced. Themedns clustering is
implemented over a group of different modality imagkeat represent the same brain

view, namely The proposedrameworkis illustrated in Figure 3.

i Input

vy T T T TS

: | m | I_mage
! age = > Filtering
b e e e e e e e ]

Region : N ! |
Analysis i Decision I
I I
——————————— 1

Figure 2.3: Brain Tumor Detection Framework Proposed by Ahmed &
Mohammad (2008)

Mustageem (2012) implements an image segmentation for the brain images an
tumor identification. The detected tumor is classified im¢oign tumorpre-malignant
tumor and malignant tumor. This approach as claitoéelpin thediagno® isof brain
tumor in early stage, which in turn prevent the disease to develop from betagn
malignant.The framework as illustrated in Figure £.is simple in the manner that is

depends on two stages, imaggmentationd region classification.
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Figure 2.4. Brain Tumor Detection Framework ProposedMustageem, (2012)

Roy &Bandyopadhyay(2012proposedfully an automatic tumor detection and
guantifyingframework usingimagethresholahg .The framework consists of four main
stages, these are: filtering, segmentation, tumor recognition and tumor analysis. The
results show that the proposedrfrework has achieved a full result for the detection and
analysis of tumor in MRI images, which is confirmed by a medical expeeproposed

frameworkis illustrated in Figure 3.
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Figure 2.5: Brain Tumor Detection Framework Proposed by Roy et al., (202)




Several other have proposed automatic detection of brain tumor based on using
segmentation with other filtering process. Some of these technique&aaagiannis,
(2000),Akram&Usman (2011) Arockiarajet al. (2012)Cobzas et al. (200/Menzeet
al. (2015) Kharrat et al (2009), Bauer et al. (2013) aXavierarockiaragt al (2012). A

summary of these approaches is given in Table 2.3.

Table 2.3: Summery of the Related Works of Brain Tumor Detection

Author (Year) Techniques Results
Akram&Usman | The global threshold if MRI is better
(2012), addition to noise removg than CT,
improving
accuracy
Ahmed & Alberona principle| High efficient
Mohammad (2008) filtering and Kmeans| detection

clustering

Bauer et al. (2013)

Fragmentation for th¢
tumor and the
surrounding tissues

Bhandari etal. | Wigheted  aggregatio| Effective results
(2014) and classification in terms of the
size of the tumo
Cobzas et al. Used of priors, logistical Less noise
(2007) system with the threeg
dimensional images.
Kharrat & al. K-means, Morphology | High quality
(2009) threshold segmentation
Roy Segmentation and regig Effective results
&Bandyopadhyay | analysis in tumor
(2012) detection

Prastawa et al.,
(2004)

Thresholding and Graph
based Decision Making

Good results for
tumor detection

Mustageem et al.,
(2012)

Threshold and watershe
segmentation

Effective results
for the
heterogeneous

images




Menze et al. (2015] Merge several algorithm| Remove noise
into the hierarchy and provide
approach and study th primary

neighborhoods estimates of the
relationships tumor
Xavierarockiaraj et Threshold in addition t¢ Optimal and
al (2012) Canny filter clear results

2.4 Summary

In summary, bain tumor detection is implemented basically by segmeithe
image into regions angkcgnizethe tumor region, if present, in the ima@mne of the
segmentationapproachs the thresholding, for image thresholdiniifferent entropies
were used. The entropies are either run directly on the image histogram or over features

extracted fom the image.



CHAPTER THREE
PROPOSED WORK

3.1 Introduction

This chapterpresents thgroposed comparisonf using entropiesand their
aggregationn the segmentation of the brain tummwnages.Subsequentlydetectionof

tumor if presenteth brain setion.

In order toevaluate thaccuracy of the entropies in braimimor. Aframework for
brain tumor detectiors built. Thresholding based on the entropy is implementetieas
main step in ths framework.An enhancemeris proposed by combining entiep that

results in arautomaticselecton of the optimal entropies result

3.2. Proposed Framework

The proposed framework is made as simple as possHoleler to give a major
rule for the thresholdingrocess, subject matter of this reseaife proposedvork

consists of several processing stages, as illustratéidumne3.1.

Image Classification

— Scull removal
SVM

v

Thresholding

v

Results Threshold
u Combination

Figure 3.1: The Proposed Work

Input Image —p-




3.2 Scull Removal

The Scull removalis the processfor excluding theouter structure of the brain
which helpsin concentration othe interior regn of the brainTechnically, the scull is
identified and removed as the complete circle with distinguish color in the brain images.
To get rid of this structure thehite matter, gray and cerebrospinal flaick isolated in

thebrainimagesusing the leel setapproaches

MATLAB function called, Remove Scull, is used in this step. This function uses
few processing steps to remove the scull as illustraEdample of the input/output of

the scull removal is given in Figure23.

Figure 3.2: Scull Removal Example
3.3 Image Thresholding

The main component of the proposed work tiee image thresholding.
Thresholding takes as input the image oftitan and produce a thresholgdedso called

segmented image.

Five types of entraps, which are discussed in Chapter Two, are used. The
differences between the entropsgs the calculationsvhich are implementedccording

to the equationliscussed earlier



3.4 Threshold Aggregation

The results of sever#tresholdingusing different embpies, are combined. This

work propose a combination process baegjital operatorsFigure 3.3, illustrates an

example of such combination.

Thresh

Figure3.3: Threshold Combination

Thelogic operabrs that are used, AND and OR, which are implemented as
follows: The AND takes two inputs, which represents a corresponding pixel in the

resulted segmented imagesm two entropiesnd produce one output

Examples of applying AND and OR on input segmented images are given in Fi§jure 3.

and Figure &, respectively.
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Figure 3.4: Example of Applying AND Operation
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Figure 3.5: Example of Applying OR Operation




3.3Summary

In summary, bain tumor detection is implementead the proposed work by,
extracting features from the imagegmenng the imageusing several thresholdirand
combined threshold proceskhe idea of entropyeflectsthe separation of objects from
the background, which contributes significantly to the separation of tumor part from the

rest of the brain discussed
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CHAPTER FOUR

EXPERIMENTAL RESULTS

4.1 Introduction

This chapter presents tlexperiments conducted for entropies comparison and
aggregation on brain images. The results are presented and discussed accordingly in this

chapter.

In order toexperiment the proposed frammork a set of brain images are
collected. The underlying images are tested using implemented frameitlot&ols and

programming as will be discussed accordingly.

4.2 Dataset

The dataetthat isused in the thesis asgnheic images mimics the naturatain
imagescaptured using thenagnetic resonance imag@dRl). Besides the images, the
ground truth segmentation is provided for these images (Prastawa 200&), 300
images were used, 150 of these images are with tumor and 150 withetgsolutions
of thesdmages are1l89x 188 and ges ranging from 17 KB to 30 KB he type of images

is PNG

4.3 Software used

The software used in the proposed application is MATLAB progwarpilot
program ofmathematicprogramming and engineering calculatigReogram version is

R-2016).
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4.4 Resultsof Individual Entropies

In thisthesis 5 entropybased thresholding techniques have been applied on 150
different images of brain tumor. Figure 4.1 illustrates the accuracy rate of all the used
techniques across d@lie images. It can be clearly seen that minimum cross entropy has
the lowest average accuracy, where at its best value the accuracy never reached 80%,

while all other methods have better accuracy rate.

120

100

pE kN
o A R

'KapurEntropy'

40 A v N
! V 'Tsallis'

20 Renyih'

Aoeindoy

The number of image

Figure 4.1: Entropies Gmparison for Tumor Detection

The average accuracy for these entropies are given in Tabl&xample results of
applying the proposed framework with RdmyiTsallis, maximum, minimum and Kapur
entropies, are illustrated in Figure 4.2, Figure 4.3, FiguteFigure 4.5 and Figure 4.6,

respectively.

Table 4.1: Average Accuracy of the Entropies

86.35738753 87.71731117 54.2981202




Figure 45: Example of Maximum Entropy Output



Figure 4.6: Example of Kapur Entropy Output

4.5Results of Entropies Aggregation

The goal ofapplyingAND andOR logical functions on théhresholdmages to
get the optimal threshold valwehich will help in detecthgthe tumor in better way.
The use of these functions showkfierert output rather than the original gpas it
doesnot enhance the results, hoxge it always produces identical result with the
entropy that have the best accuracy. On the other handat@/produced unstable
results.The gate OR always choose worst one .it works unlike AND gate and including
the AND choose the best offer and chotbeeworst between the two sets of entropy,
according to the truth table and apply it to the pixels in each image applied by the

entropy values.

The results of the aggregations are given in Figure 4.7. Example of the produced

aggregation results are given in Figures 4.8 to 4.17



Figure 4.7: Entropies Aggregation Comparison for Tumor Detection

The entropies comparison for tunaetection is given in Figure 4.7. Figure 4.7
(A) illustrates a brain with tumor as captured by Magnetic Resonance. Figure 4.7 (B) is
the image after applying minimum cross entropy thresholding. Figure 4.7 (C) gives the
result of applying maximum entropyresholding and Figure 4.7 (09 the result of

merging two entropies by applying the logic gates over the results of these entropies.

GT white matter GT gray matter

Minimum AND maximum

MinimumCrossEntropy MaximumEntropy

Figure 4.8: Example of Minimum AND Maximum Entropy Output
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Figure 4.9: Example of Minimum AND Tsallis Entropy Output

Image3 GT white matter GT gray matter

Figure 4.10: Example of Minimum AND Renyih Entropy Output




GT white matter
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Figure 4.11: Example of Minimum AND Kapur Entropy Output

Image2 GT white matter

GT gray matter
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Figure 4.12. Example of Maximum AND Kapur Entropy Output
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Maximum AND Tsallis

Figure 413 Example of Maximum AND Tsallis Entropy Output
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KapurEntropy
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Figure 4.14: Example of Kapur AND Tsallis Entropy Output
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Figure 4.15. Maximum ( AND i1 OR) Minimum Entropy Scatter
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Figure 4.16. Kapur ( AND i OR) Minimum Entropy Scatter
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Figure 4.17: Tsallis( AND i OR) Minimum Entropy Scatter
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