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Abstract 

Image thresholding is one of the techniques that are used for image segmentation. 

Threshold techniques divide the image into two main regions, these are: Foreground and 

Background. The output of the thresholding process is a binary image with only two 

regions that  are formed by the highest possible contrast that could be found in the image. 

Entropies are information gain approaches that have been used for image thresholding 

with various application and image modalities. However, the accuracy of the existing 

entropies for image thresholding has been studied in general domain (e.g.: natural 

images)that teams from the regular medical images and images that form in the ordinary 

image is a reflection of light objects, While medical images. Taken by magnetic resonance 

imaging, for example,   A strong magnetic field is used with radio frequencies and 

computer to produce automatic selection of the best result. It produces the results with 

the highest accuracy. detailed images of organs and soft tissues, bones and other internal 

parts of the body. and were not compared thoroughly. In this work, the accuracy of the 

entropy-based thresholding approaches and their combination in brain tumor detection 

framework is investigated. For this purpose, a framework for brain tumor segmentation 
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is developed. The developed framework is made simple and has the core process of the 

image thresholding, in order to evaluate the accuracy of the entropies. Five entropies, 

namely, Reniyh, Maximum, Minimum, Tsallis and Kapur are evaluated. The aggregation 

of entropies was implemented and evaluated. The results show that the maximum entropy 

is the best for brain tumor detection. Moreover, it was shown that aggregation of entropies 

output does not enhance the result, however, it works as 

  Keywords: Accuracy Evaluation , Entropy,based Image Thresholding 
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ϣЦϸ ϭлзЮϜ бϚϝЧЮϜ пЯК ϝуϠмϽϧжъϜ  евЬы϶  СЇЫЯЮ  ϣϡϧЛЮϜеК аϼнЮϜ сОϝвϹЮϜ 

ϸϜϹКϜ 

Эвϒ бЂϝЦ сЯК пуϳуЮϜ 

РϜϽІϖ 

ϼнϧЪϹЮϜ гϲϒϹ нϠϒ ϣϳтϽІ 

ЉϷЯгЮϜ 

  ÿåçï˦Ʈ Ɨˮ˯ƶǃå Ǒǋ ç˗ơåā ˥ǆ èƓ˻˹ǀ˯ǃå Ǒ˯ǃå þ˗˳˯˴ƙ ƗƑ̊ ˱˯ǃ çï˦˶ǃå .èƓ˻˹ǀƙ ˯ƶǃåƗˮ Ǒǋ 

çïƓˮƵ ˥Ƶ ˤ˻˴ǀƙ çï˦˶ǃå Ǐǃã ˥˻˯ǀˠ˹ǆ ˥˻˯˻˴˻Ƒï ǑǋÜ :Ɨǆ˗ǀ˸ǃå Ɨ˻ƽǄ˳ǃåā  āƝƙƓ˹ǃå ˥ǆ ǋǉ˘   ǉïƓˮƵ Ɨ˻Ǆ˸ƶǃå

 ˥Ƶçï˦Ʈ Ɨ˻ƑƓ˹ƛ .Ɠ˻Ɂā˙˯ǈǙå Ǒǋ Ɨǀɂ̇ ˟ ƴɂð˦˯ǃ èƓǆ˦Ǆƶ˸ǃå Ⱥ çï˦˶ ǃå ǑƼ ɏāƓ˴˯ǆ Ɇɜ˵åǑ˯ǃ ˕ǆ˗˳˯ƪå 

å Ɠǌ˻ƼƗˮ˯ƶǃ .ƴǆā Üˣǃî ̠ǀƼ ˕˸ƙ Ɨƪåïí Ɨƿí Ɠ˻Ɂā˙˯ǈǙå Ɨ˸ƑƓǀǃå Ɨˮ˯ƶǃ çï˦Ʈ ǑƼ ûƓˠǈ þƓƵ ǚ˰ǆ) :ï˦Ʈ 

Ɨ˻ƶ˻ˮˠǃå(ˣǃîā  û̇ƽǃ ï˦˶ǃå Ǌ˻ˮˠǃå ˥Ƶ ï˦˶ǃå ǊȻíƓƶǃå Ǒ˯ǃåā Ɇɜ˵˯ƙ ǑƼ ÿå ï˦˶ǃå ƗȻíƓƶǃå Ǒǋ çïƓˮƵ 

˥Ƶ ñƓɜƶǈå ß˦˷ǃå þƓ˴ƞǙå     ï˦˶ǃå Ɠ˸˹˻ƕǊ˻ˮˠǃå ˟Ɠ˹ƺ˸ǃå ˥˻ǈ̇ ǃƓȺ ˘Ƥ˓ƙ Ǒ˯ǃå ýƓ˰˸ǃå Ɇ˻ˮƪ ǏǄƵǑ˴˻ ,

þ˗˳˯˴Ȼ Ɇǀơ Ǒ˴˻˟Ɠ˹ƺǆ  ɏ˦ƿ ƴǆ èåíí̇ ƙ Ɨɂ˦ǒíåï ˙ƙ˦˻ˮ˸ḧǃåā êƓ˯ǈǗ ï˦Ʈ ƗǄ˶ƽǆ ˥ǆ ßƓ˷ƵǕå 

Ɨ˱˴ǈǕåā ç˦Ƥ̇ ǃå þƓˢƶǃåā Ɠǋ̇ ˻ƹā ˥ǆ ßå̊ ƞá ˤ˴˱ǃå Ɨ˻ǄƤå˗ǃå  ˤǃā.ˤ˯ƙ ƗǈïƓǀ˸ǃå Ɨƿ˗ƕ   ˥˻ƕƓ˻Ɂā˙˯ǈǙå  .

ǑƼ å˘ǋ ÜɆ˸ƶǃå ǄƵ þƓƿ ɏ˘ǃå Ǐ˲˯ǃåǀɖ ˥ǆ Ɲǌ˹ǃåƗƿí ˤƑƓǀǃå ǏǄƵ  ̇ ˯ǈǙå āƓ˻Ɂ  Ɨˮ˯ƶǃå ýǚƤ ˥ǆ āƴ˸˱ǃå 

Ɠ˸ǌ˹˻ƕ Ʉ˵ḧǄǃ ˥Ƶ þï˦ǃå ǑƹƓǆ˗ǃå å˘ǌǃ . ô̇ ƺǃå ƴưāÜ ïƓ˟ã ƗƑ̊ ˱˯ǃ ǃåþï˦ ǑƼ ƣ˸ǃå  ɏ˦˯˲Ȼå˘ǋ  
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ïƓ˟Ǚå ǏǄƵ  ÷å˦ǈǙå Ɨ˴˸˳ǃå ƗƶƑƓ˵ǃå  ˥ǆƓ˻Ɂā˙˯ǈǙå ˥ǆÜ Ɇƞá ˤ˻˻ǀƙ Ɏ˗ǆ Ɨƿí ˻Ɂā˙˯ǈǙåƓ  .

÷å˦ǈǙå Ɨ˴˸˳ǃå  ǑǋƗ˻˹ɂï ,Üï˦ƕƓǂ ˚˻ǃƓƪ, ˗˲ǃå Ǐ˶ƿǕå ˗˲ǃåā ǏǈíǕå .ˤƙ ˘˻ƽ˹ƙ ƴ˻˸ƞ Ɠ˻Ɂā˙˯ǈǙå 

Ɠǌ˸˻˻ǀƙā .è̇ ǌˡáā  ƝƑƓ˯˹ǃåÿá ÷˦ ǈ ˗˲ǃå Ǐ˶ƿǙå ˦ǋ Ɇ˷Ƽá Ʉ˵ḧǄǃ ˥Ƶ þï˦ǃå ǑƼ ƣ˸ǃå .çāǚƵā ǏǄƵ 

Üˣǃî ˗ǀƼ ˥˻ˮƙ ÿá  ˥ǆ ÷˦ ǈ ˥ǆ ˙˰ǂå ƝǆíƓ˻Ɂā˙˯ǈǙå Ǚï˦ˠȻ  ˥ǆƗ˱˻˯˹ǃå Ü ƴǆā ˣǃî ǊǈƎƼÜ þ˦ǀȻ  ïƓ˻˯ƤǙƓȺ 

 ǑƑƓǀǄ˯ǃåɆ˷ƼǕ Ɨ˱˻˯ǈ.  . 

ϤϝгЯЫЮϜ ϣуϲϝϧУгЮϜ: Ɨƿí Ɲǌ˹ǃå ˤƑƓǀǃå Ü Ɠ˻Ɂā˙˯ǈǙå Ü  å Ʉ˵ḧǃ˥Ƶ þï˦ǃå ǑƹƓǆ˗ǃå. 
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CHAPTER ONE 

INTRODUCTION  

Captured images, over decades, have helped in solving many of the problems that 

were difficult to resolve using the traditional ways in many fields, such as: earth science, 

astronomy, biology, industry, etc. Images have also contributed to the development of the 

most important field, the medical, which helps in the survival of the human being .With 

the ever increase in the value of images; there is a demand for automatic analysis, 

processing and recognition of these images. The processing demand is emerged by the 

fact that it might be difficult to re-capture the images as the phenomena cannot be brought 

back to an earlier time or it is too expensive to capture the same image again and again. 

The solution to such atomization is the digital image processing. 

Digital image processing is a branch of computer science that concerns about the 

automatic handling of the images in term of saving, improving, analysis and information 

extraction. Image segmentation is an important phase in digital image processing. Image 

segmentation divides the image into coherent and homogeneous regions according to 

specific criteria, such as: region color, region shape, or region boundary. The union of the 

segmented regions should result in reconfiguring the original image. Image segmentation 

allows the extraction of valuable information from the image as it provides a high-level 

description of each region individually, and allows for the linkage of neighboring regions 

in the image. An example of a segmented image is illustrated in Figure1.1 (Gonzales& 

Woods, 2002). 
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Figure 1.1: Segmentation of brain image (Myron et al., 1970) 

1.1 Tumor Detection 

Tumor is the abnormal growth of cells to form abnormal fraction that has different 

characteristics from the normal cells. Tumor is classified into a benign tumor, pre-

malignant tumor and malignant. Benign tumor is the one that does not grow suddenly and 

has no effect on tissue, example of this class of tumor is moles. Pre-malignant is the class 

that if it is not treated quickly, it becomes a malignant tumor.Malignant tumor grows 

rapidly and affects the neighboring tissue and, with time, it affects human life and leads 

to the death. Tumor detection is an important part in the treatment process. Thus, tumor 

detection techniques have concerned researchers in computer fields, especially, image 

processing (Wu, & Chang, 2007). 

 

Figure 1.2:Brain tumor detection (a) input image and (b) detected tumorregion 

(Wu& Chang, 2007) 
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Automatic tumor detection in early stage is critical task that were addressed by 

many existing approaches. One of the most important stage in tumor detection is image 

segmentation, in which tumor is being isolated from other healthy tissues. By isolating 

the tumor then determines its stage, the treatment becomes easier(Marcel ,2004). 

1.2 Entropy-based Image Thresholding 

 

Image thresholding is one of the techniques that are used for image segmentation. 

Threshold techniques divide the image into two main regions, these are: Foreground and 

Background. The output of the thresholding process is a binary image with only two 

regions that formed by the highest possible contrast that could be found in the image 

(Abu-Shareha et. al., 2008). This type of thresholding, which produce two regions, is 

called global thresholding. The other type of thresholding is called multi -thresholding. 

Multi -thresholding, in general, is implemented by segmenting an image into multiple 

objects and background, as illustrated in Figure 1.2. 

What's happening, during the application of the thresholding?  First, the value of 

the threshold is determined. Then, all pixels with values that are greater than the threshold 

considered in one object and all the pixels with values that are less than the threshold 

value is considered as a background and vice versa (Prasanna&Arora, 2006). 

 
Figure 1.3: Example segmented image (a) an image of three objects and (b) the 

result of image segmentation. 
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The main assumption of global thresholding is that the object and background can 

be distinguished by searching the gray-level value that divides the image into two 

distinguished parts. Threshold mathematically easy and required less time compared to 

the other approaches of image segmentations (El-Sayed et al., 2014). 

In order to determine the value of the threshold, several approaches have been 

developed and used. Entropy is one of these approaches that aim sat finding a threshold 

value that facilitates maximum information extraction from the image. Entropy has been 

emerged in Information Theory to extract the amount of information expressed by a piece 

of data (El-Sayed, 2014).  

Entropy is a Greece word, which means "if any system has many point of 

information's, the entropy is incense until arrive to equal distribution for this 

information". This technique helps to get a good threshold for the regions in the image. 

Entropies not only used in computer sciences; it is used in many different fields, such as: 

physics, biology, astronomy, etc. Entropy in image processing measures the amount of 

information that can be obtained from the image, either in its original form or after some 

processing. There are several ways to use entropy, as well as several equations to be used 

as the entropy basis(Abu-Shareha et al., 2008). 

The entropies that are used for thresholding, are many, each of them has different 

aim, such as: reducing error, increase efficiency and remove noise. Some kinds of entropy 

are: Renyih, maximum, Tsallis and minimum cross.  

In this work, the accuracy of image thresholding, as the most important factor in tumor 

detection, is evaluated. 
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1.3 Problem Statement 

The accuracy of the existing entropies for image thresholding has been studied in 

general domain (e.g.: natural images). However, natural image are different from medical 

images by all means (e.g.: the contrast, colors, etc.). Moreover, medical images differ 

from each other by the means of organ, modality and equitation parameters such as chosen 

thresholding value ,priorities value and possibilities value. Subsequently, there is a need 

to evaluate the existing entropies for medical image segmentation. 

This problem can be further divided into the following sub-problems: 

1. How to develop a tumor detection framework that depends on image thresholding. 

2. How to use entropy based thresholding in the developed tumor detection 

framework. 

3. How to combine more than single entropy to produce a single segmented image 

by merging and selection. 

4. How to compare between different entropy-based thresholding in the developed 

tumor detection framework and different combinations.  

1.4 Goal and Objectives 

The goal of this work is to evaluate the accuracy of the entropy-based thresholding 

approaches and their combination in brain tumor detection framework. The objectives of 

this research are as follows: 
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1. To develop a tumor detection framework that takes a brain image and produces a 

segmented image with a detected tumor if the tumor is present.  

2. To use different entropy based thresholding in the developed tumor detection 

framework. 

3. To combine multiple thresholding approaches by applying logical operators 

(AND and OR) on the thresholding output and acquires an automatic selection of 

their outputs to get the best result.  

4. To evaluate and compare the entropies results and their different combinations in 

the developed tumor detection framework.  

1.5 Motivation  

A human life is the most important thing in the globe; medical researcher tries to 

make human life comfortable by defeating and curing diseases that may decimate health. 

This work is motivated by both the crucial need for technology-based applications in the 

field of tumor detection, and also the significant amount of time and effort to be saved by 

involving machine learning techniques in this field. More specifically, this work is 

devoted to brain tumors that are not easy to be understood as it comes in images with 

different shapes and intensities. Currently, as the detection process is still immature, it is 

not really used for treatment and diagnosis, it is used for indexing and retrieval of images 

in teaching of medicine by example. 
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1.6 Research Methodology 

The proposed work is implemented in various phases as given in Figure 1.4, these are: 

 

Figure 1.4: Research Methodology 

 

Building a Segmentation Framework 

First, a segmentation framework, in which the entropies will be employed, is constructed. 

Simply, this framework reads the input image, applies the thresholding and report the 

results.  

The proposed framework deals with medical image; subject matter is gray-level images. 

The difference between the gray-level images and color images is that each pixel in gray-

level images is represented by a single value, usually 0-255, while each pixel in color 

images represented by more than one value (e.g.: 3 values for RGB images) (Mohamed 

and Clausi, 2001). 

Building a Classification Mechanism  

The images, before they undergo to image segmentation for the purpose of tumor 

detection, theyundergo classification process, which classifies the images based on the 

Building a Segmentation 
Framework 

Building a Classification 
Mechanism 

Building an Analysis 
Mechanism 

Experimental  
Results 
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presence and absence of tumor. The classification is implemented based on the images as 

a whole. 

Building an Analysis Mechanism 

The outputs of different entropies are collected and analyzed and combined using 

different logical operators.  

Evaluation 

The evaluation of the proposed framework is carried on based on a set of syntactic data. 

1.7  Scope 

The research conducted in this thesis evaluates the accuracy of the entropy-based image 

thresholding in tumor detection framework, the following summarizes the scope of the 

conducted research:  

¶ Images used in this research are synthetic images provided by a well-known 

trusted provider. Obtaining Images of real tumor patients is not easy as this would 

involve privacy and data protection issues. However, what is applied on synthetic 

images can be applied on real images as they are identical by all the means.  

¶ The processing framework deals with individuals 2D images. 3D volume 

processing is outside the scope of this research.  

¶ This thesis focus on the original and mostly-utilized entropies. Other entropies 

that were developed by extended original one is outside the scope of this thesis.  
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1.8  Thesis Outlines  

In this chapter, Chapter One, a brief introduction to the problem that will be investigates 

in this thesis is given. Moreover, the problem statement, goal and objectives and the 

proposed framework is given. Chapter Two, discusses the related work in the field of 

entropy-based image thresholding and tumor detection. Chapter Three, presents and 

discusses the proposed work for evaluating the existing entropy-based image thresholding 

in tumor detection framework. Chapter Four, present the experimental results and 

discusses he findings. Chapter Five presents a brief summary of the thesis findings and 

the future direction.  
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CHAPTER TWO  

BACKGROUND AND LITRATURE REVIEW  

 

This chapter is devoted for clarifying the concept of image thresholding based on 

entropy and automatic tumor detection. A brief background is given in section 2.1. 

Section 2.2 reviews the related work on segmentations. Section 2.3presents the related 

work on brain tumor detection. Section 2.4 gives a summary of this chapter   

2.1  Background 

As mentioned before, global image thresholding divides the image into two main 

regions, that are: Foreground and Background. The output of the thresholding process is 

a binary image with only two regions that represents the highest possible contrast that 

could be found in the image. This process is illustrated in Figure 2.1. The image is first 

read as a matrix of numbers, each value in the matrix represents the intensity at each pixel. 

Then, the threshold is determined.  Shown in Figure 2.1, as the value of 1,0. Finally, a 

binary matrix is generated based on the threshold value and the output image from the 

binary matrix. While, there are many thresholding techniques presented such as 

:histogram shape-based methods, global and local, entropies are one of the most utilized 

technique for it is reliability(Beck&Teboulle, 2009). Image thresholding is simply finding 

the optimal value to be used to transform an image into a Black/White image based on 

the optimal thresholding value. Pixels of the original image is to be scanned against the 

optimal threshold, where the value of the pixel is to be set to 0, Black, if the value of the 

pixel is less than the thresholding value. Otherwise, the pixel is transformed to 255, 

White, as shown in figure 2.1. 

https://en.wikipedia.org/wiki/Histogram
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Figure 2.1: Image Thresholding 

 

Table2.1: List ofEntropies used in Image Thresholding 

Name Aim Usability 

Renyi 

 

Reduce error 

Reduce noise  

Works on the distribution of gray level priorities 

that are represented by the density scale. 

Maximum  Reduce the time 

and Increase 

equality  

Generate a strong correlation between data 

partitions . 

 

Tsallis Reduce the time Determine the value of the gray-level and mid-

level gray in order to choose the optimal data 

distribution. 

Minimum Noise resistant Increases the contrast at the edges in the image. 

Kapur 

 

Reduce error 

Reduce noise  

Expresses quantifiable information that gives the 

best state of distribution. 

 

Renyih Entropy was established in 1961, by Renyih, with the aims to divide a 

given set of data into two main parts that maximizes the information gain. Later on, 

Renyih entropy were used in many fields, including image thresholding. Renyih entropy 

is based on mathematical equation, as given in Equation 2.1, Equation 2.2 and Equation 

2.3.  

(ρÔ
   
ÌÎВ ὴ                                                                          (2.1) 

(ςÔ
   
ÌÎВ ὴ                                                                                    (2.2) 

T=MAX (H 1 + H 2)                                                                                   (2.3) 
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where, H1 and H2 are the generated parts using the threshold value, t. a is a small 

selected value in the range (0-1), pi and pj are the probability of data pieces in H1 and H2 

regions, respectively (Abu-Shareha et al., 2008).  

Tsallis entropy deals with bilateral level or multi-level data (e.g.: images). 

Compare to Renyih, this type is much easier to be implemented takes less time and the 

value that produced by Tsallisis moreflexible. Unlike Renyih, which focus on the within 

homogeneity, Tsallisfocuses on the among heterogeneity, which form more clear edges 

in the image, and thus a better segmentation for the image.Tsallisentropy is based on 

mathematical equation, as given in Equation 2.4, Equation 2.5 and Equation 2.6 (Sahoo, 

2006). 

(ρ Ô  ρ Ðwhere xÍ 0(2.4) 

(ςÔ ρ В Ð   (2.5) 

t=MAX (H 1 + H 2)(2.6) 
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where, H1 and H2 are the generated parts using the threshold value, t. t is a 

selected value, pi and pj are the probability of data pieces in H1 and H2 regions, 

respectively In the maximum and minimum entropy, the assumption is that, there is a 

strong correlation between data elements . The aim is to find the best distributionthat 

maximize the information gain. Maximum entropy is calculated based on mathematical 

equation, as given in Equation 2.7, Equation 2.8 and Equation 2.9 (Sahoo, 2006). 

(ρὸ В ὖÌÏÇὖ                                           (2.7) 

(ρὸ ὖÌÏÇὖ(2.8) 

t=MAX (H 1 + H 2)                                                      (2.9) 

Minimum entropy is seen as an extension of the maximum entropy, noted that in 

the absence of advanced sufficient information, both maximum and minimum produced 

preliminary equal information (Phillips et al., 2006). 

Kapurentropy is very similar to Tsallisentropy. However,Sarkar, (2013) results 

proved that Kapur Entropy gives more effective results than Tsallis in terms of noise 

removal, although most researchers confirm that the entropy, in general, is similar, they 

produced different results based on the underlying application. Kapurentropy is 

calculated based on mathematical equation, as given in Equation 2.10, Equation 2.11 and 

Equation 2.12(Bhandari et al., 2014). 
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(ρὸ
В

Ⱦ
 
                                                        (2.10) 

(ρὸ
В

Ⱦ
 
                                                          (2.11) 

T =MAX (H 1 + H 2)                                                      (2.12) 

2.2 Related Work 

There are many approaches and techniques that are used for entropy-based image 

thresholding. The original entropies, as have been discussed earlier, and enhanced by 

many techniques proposed in the literature, by modifying the underlying calculations, 

adding pre-processing or post-processing steps.  In the following, a summary of these 

techniques are given. 

Chang et al., (1994) used entropy-based thresholding with hash-based distance 

metrics in order to enhance the accuracy in images with a very limited gray-level range. 

The experimental result shows that while the original entropy focused on the homogeneity 

within region parts, the developed approaches gain both the within region and among 

region homogeneity and heterogeneity criteria.  

Sahoo, (2006) proposed an image thresholding technique using Tsallis entropy. 

The proposed approach extends the original entropy by proposing a two dimensional 

histogram that capture the differences in neighborhood pixels. Then, the proposed 

technique calculates the entropy based on the constructed histogram and using a various, 

alpha values. The value of alpha, has been proved to change the results significantly. 

Thus, the value of alpha was chosen automatically by analyzing the output of several 

alphaôs and select the optimal one.  
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Yin, (2007)proposed multi-level image thresholding based on Minimum entropy. 

In-order to ease the process of calculating the distribution for all possible threshold 

values, the proposed approach uses an optimization approach. The experimental showed 

that using swarm optimization increases the efficiency of the minimum entropy. 

Abu-Shareha et al., (2008) proposed an image thresholding using Renyih entropy 

by calculating distribution of information between two regions. The final threshold value 

is the maximum value for the distribution of information components, which showed high 

efficiency and more accurate results. The developed technique uses the advantage of 

texture and image intensityin order to increase the homogeneity within the regions and 

heterogeneity among regions. 

Zhang and Wu, (2011) proposed a multi-level image thresholding based on 

Tsallis. In-order to ease the process of calculating the distribution for all possible 

threshold values, the proposed approach uses an optimization approach. The experimental 

results showed that using Bee colony algorithm increases the efficiency of the Tsallis 

entropy. It was clear that Bee colony is much faster than Genetic Algorithm in this 

context. Moreover, compared with other entropies, Tsallis is shown to give superior 

results. 

El-Sayed et al., (2014) proposed a new thresholding approach based on Tsallis 

entropy. The proposed approach constructs a two-dimensional histogram by the gray 

value of all pixels compares with the average gray value of all pixels.AmodifiedTsallis 

entropy was then applied on the generated histogram. The experimental result which was 

implemented on real and synthetic images showed that the proposed approach 

outperformed many of the thresholding techniques using the original entropies.  
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El-Sayed, (2015) used Shannon entropies, which is identical to Renyi, to segment 

the image and highlight the edges. The proposed approach uses the entropy as it is follow 

the thresholding process with edge detection on the generated thresholded image. The 

results show that the proposed approach outperforms the well-known edge detection 

techniques.  

Overall, different approaches were proposed for image processing based on using 

entropies for information extraction. The reviewed papers, above, shows that different 

entropies have shown to give different results in different domains and applications. Thus, 

there is no best entropy for all applications. The reviewed Literationis summarized in 

Table 2.2.  

  



мт 
 

 

Table 2.2: Summery of the Related Works in Entropy-based Thresholding 

 

The differences of entropy based thresholding results are caused by many factors, 

as shown on 2.2. For example, the type of used entropy is indeed affecting the results. 

Also different images give different results, based on level of details and noise in the 

image. Maximum Entropy, for instance works based on the distribution of information 

on image borders. So better results are expected of Maximum entropy when distribution 

of information in the image is better. 
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Author(Year)  

  ã ã ã  Mammography image Tsallis Chang et al., 

(1994) 

  ã  ã  Segmentation image Tsallis Sahoo (2006) 

 ã ã    The temperature 

distribution 

Minimum Yin (2007) 

    ã ã a novel combination 

mechanism 

Renyi Abu-Shareha et 

al., (2008) 

ã ã ã  ã  segmentation 

purposes 

Kapur Bhandari et al., 

(2014) 

 ã ã  ã  Canny method 

Sobel method 

LOG method 

Tsallis El-Sayed et al., 

(2014) 

ã  ã ã   wildlife  Maximum Phillips et al., 

(2006) 
 ã ã ã ã  Brain image Haverd 

tasllis 

El-Sayed (2015) 
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2.3 Brain Tumor Detection 

Statistics say that the low survival rate of patients with brain tumor is due to the 

lack of disease understanding. The most effective way for more success in dealing with 

the disease is the advances in medical image processing. However, brain images are 

complex and require careful processing stage in-order to reveal the underlying 

information. Subsequently, several approaches, techniques and approaches for brain 

tumor detection were proposed (Prastawa et al., 2004). 

Prastawa et al., (2004) proposed an approach for brain tumor detection using 

image thresholding. As illustrated in Figure 2.2, after the threshold is applied, a graph 

structure of the brain regions in the image is generated. Based on the edge weights which 

reflects the region connectivity, the best option for tumor treatment is determined. These 

options are: surgery, radiation therapy and chemotherapy. The choice of therapy, for 

example depends on the size and type of tumor grade and location, which all revealed in 

the constructed graph. 

 

Figure 2.2 Brain Tumor Detection Framework Proposed by Prastawa et al., (2004) 
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Ahmed& Mohammad (2008)Proposed a brain tumor extraction and segmentation 

from the MR images. First, the image is enhanced. Then, k-means clustering is 

implemented over a group of different modality images that represent the same brain 

view, namely. The proposed framework is illustrated in Figure 2.3. 

 

Figure 2.3: Brain Tumor Detection Framework Proposed by Ahmed & 

Mohammad (2008) 

Mustaqeem, (2012) implements an image segmentation for the brain images and 

tumor identification. The detected tumor is classified into benign tumor, pre-malignant 

tumor and malignant tumor. This approach as claimed to help in the diagnose is of brain 

tumor in early stage, which in turn prevent the disease to develop from benign into 

malignant. The framework, as illustrated in Figure 2.4, is simple in the manner that is 

depends on two stages, image segmentation and region classification. 
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Figure 2.4: Brain Tumor Detection Framework Proposed Mustaqeem, (2012) 

Roy &Bandyopadhyay (2012)proposedafully  an automatic tumor detection and 

quantifying framework using image thresholding .The framework consists of four main 

stages, these are: filtering, segmentation, tumor recognition and tumor analysis. The 

results show that the proposed framework has achieved a full result for the detection and 

analysis of tumor in MRI images, which is confirmed by a medical expert. The proposed 

framework is illustrated in Figure 2.5. 

 

Figure 2.5: Brain Tumor Detection Framework Proposed by Roy et al., (2012) 

Image 

Segmentation 

Region 

Analysis 

Tumor 

Classification Decision  

Output 

Image 

Input 

Image Filtering 

Image 

Segmentation 

Tumor 

Analysis Decision  

Output 

Image 

Input 

tumor 
recognition 



нм 
 

 

Several other have proposed automatic detection of brain tumor based on using 

segmentation with other filtering process. Some of these techniques, are: Karayiannis, 

(2000), Akram&Usman (2011), Arockiaraj et al. (2012), Cobzas et al. (2007), Menzeet 

al. (2015), Kharrat et al (2009), Bauer et al. (2013) and Xavierarockiaraj et al (2012). A 

summary of these approaches is given in Table 2.3.  

Table 2.3: Summery of the Related Works of Brain Tumor Detection  

Author (Year)  Techniques Results 

Akram&Usman 

(2011), 

The global threshold in 

addition to noise removal  

MRI is better 

than CT, 

improving 

accuracy  

Ahmed & 

Mohammad (2008) 

Alberona principle 

filtering and K-means 

clustering 

High efficient 

detection 

Bauer et al. (2013) Fragmentation for the 

tumor and the 

surrounding tissues     

 

Bhandari et al. 

(2014) 

Wigheted aggregation 

and  classification 

Effective results 

in terms of the 

size of the tumor 

Cobzas et al. 

(2007) 

Used of priors, logistical 

system with the three-

dimensional images. 

Less noise  

Kharrat et al. 

(2009) 

K-means, Morphology ï 

threshold  

High quality 

segmentation 

Roy 

&Bandyopadhyay 

(2012) 

Segmentation and region 

analysis 

Effective results 

in tumor 

detection 

Prastawa et al., 

(2004) 

Thresholding and Graph-

based Decision Making 

Good results for 

tumor detection 

Mustaqeem et al., 

(2012) 

Threshold and watershed  

segmentation 

Effective results 

for the 

heterogeneous 

images 
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Menze et al. (2015) Merge several algorithms 

into the hierarchy 

approach and study the 

neighborhoods 

relationships 

Remove noise 

and provide 

primary 

estimates of the 

tumor 

Xavierarockiaraj et 

al (2012) 

Threshold in addition to 

Canny filter 

Optimal and 

clear results 

 

2.4 Summary 

In summary, brain tumor detection is implemented basically by segmenting the 

image into regions and recognize the tumor region, if present, in the image. One of the 

segmentation aapproach is the thresholding, for image thresholding, different entropies 

were used. The entropies are either run directly on the image histogram or over features 

extracted from the image. 
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CHAPTER THREE  

PROPOSED WORK 

3.1 Introduction  

This chapter presents the proposed comparison of using entropies and their 

aggregation in the segmentation of the brain tumor images .Subsequently ,detection of  

tumor if presented in brain section. 

In order to evaluate the accuracy of the entropies in brain tumor. A framework for 

brain tumor detection is built. Thresholding based on the entropy is implemented as the 

main step in this framework. An enhancement is proposed by combining entropies that 

results in an automatic selection of the optimal entropies result.   

3.2. Proposed Framework 

The proposed framework is made as simple as possible in-order to give a major 

rule for the thresholding process, subject matter of this research. The proposed work 

consists of several processing stages, as illustrated in Figure 3.1. 

 

Figure 3.1: The Proposed Work 
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3.2 Scull Removal 

The Scull removal is the process  for excluding the outer structure of the brain, 

which helps in concentration on the interior region of the brain. Technically, the scull is 

identified and removed as the complete circle with distinguish color in the brain images. 

To get rid of this structure the white matter, gray and cerebrospinal fluid are isolated in 

the brain images using the level set approaches. 

MATLAB function called, Remove Scull, is used in this step. This function uses 

few processing steps to remove the scull as illustrated . Example of the input/output of 

the scull removal is given in Figure 3.2. 

 

 

Figure 3.2: Scull Removal Example 

3.3 Image Thresholding 

The main component of the proposed work is the image thresholding. 

Thresholding takes as input the image of the brain and produce a thresholded, or so called 

segmented image.  

Five types of entropies, which are discussed in Chapter Two, are used. The 

differences between the entropy was the calculations, which are implemented according 

to the equation discussed earlier.  
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3.4 Threshold Aggregation 

The results of several thresholding, using different entropies, are combined. This 

work propose a combination process based logical operators. Figure 3.3, illustrates an 

example of such combination.   

 

Figure3.3: Threshold Combination 

Thelogic operators that are used, AND and OR, which are implemented as 

follows: The AND takes two inputs, which represents a corresponding pixel in the 

resulted segmented images from two entropies and produce one output . 

Examples of applying AND and OR on input segmented images are given in Figure 3.4 

and Figure 3.5, respectively.  

 

 

1Thresh 

2Thresh 

Combine 



нс 
 

 

 

Figure 3.4: Example of Applying AND Operation 

 

Figure 3.5: Example of Applying OR Operation 
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3.3Summary 

In summary, brain tumor detection is implemented in the proposed work by, 

extracting features from the image, segmenting the image, using several thresholding and 

combined threshold process. The idea of entropy reflects the separation of objects from 

the background, which contributes significantly to the separation of tumor part from the 

rest of the brain discussed.  
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CHAPTER FOUR 

EXPERIMENTAL RESULTS  

4.1 Introduction  

This chapter presents the experiments conducted for entropies comparison and 

aggregation on brain images. The results are presented and discussed accordingly in this 

chapter.  

 

In order to experiment the proposed frame work a set of brain images are 

collected. The underlying images are tested using implemented framework with tools and 

programming as will be discussed accordingly.  

4.2 Dataset  

The dataset that is used in the thesis are synthetic images mimics the natural brain 

images captured using the magnetic resonance images (MRI). Besides the images, the 

ground truth segmentation is provided for these images (Prastawa et al., 2009). 300 

images were used, 150 of these images are with tumor and 150 without. The resolutions 

of these images are 189x 188 and sizes ranging from 17 KB to 30 KB. The type of images 

is PNG. 

4.3 Software used 

The software used in the proposed application is MATLAB program .A pilot 

program of mathematic  programming and engineering calculations (Program version is 

R-2016). 
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4.4 Results of Individual Entropies  

In this thesis, 5 entropy-based thresholding techniques have been applied on 150 

different images of brain tumor. Figure 4.1 illustrates the accuracy rate of all the used 

techniques across all the images. It can be clearly seen that minimum cross entropy has 

the lowest average accuracy, where at its best value the accuracy never reached 80%, 

while all other methods have better accuracy rate. 

 

Figure 4.1: Entropies Comparison for Tumor Detection 

The average accuracy for these entropies are given in Table 4.1. Example results of 

applying the proposed framework with Renyih , Tsallis, maximum, minimum and Kapur 

entropies, are illustrated in Figure 4.2, Figure 4.3, Figure 4.4, Figure 4.5 and Figure 4.6, 

respectively.  

Table 4.1: Average Accuracy of the Entropies 

'MinCross' 'Maximim' 'Kapur' 'Tsallis' 'Renyie' 

54.2981202 90.36235245 88.24548896 87.71731117 86.35738753 
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Figure 4.2: Example of Renyi Entropy Output 

 

Figure 4.3: Example of Tsallis Entropy Output 

 

Figure 4.4: Example of Minimum Entropy Output  

 

Figure 4.5: Example of Maximum Entropy Output  
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Figure 4.6: Example of Kapur Entropy Output  

4.5 Results of Entropies Aggregation 

The goal of applying AND and OR logical functions on the threshold images to 

get the optimal threshold value which will help in detecting the tumor in better way. 

The use of these functions showed different output rather than the original goal, as it 

does not enhance the results, however it always produces identical result with the 

entropy that have the best accuracy. On the other hand, OR-gate produced unstable 

results .The gate OR always choose worst one .it works unlike AND gate and including 

the AND choose the best offer and choose the worst between the two sets of entropy, 

according to the truth table and apply it to the pixels in each image applied by the 

entropy values. 

 
The results of the aggregations are given in Figure 4.7. Example of the produced 

aggregation results are given in Figures 4.8 to 4.17 
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Figure 4.7: Entropies Aggregation Comparison for Tumor Detection 

 

The entropies comparison for tumor detection is given in Figure 4.7. Figure 4.7 

(A) illustrates a brain with tumor as captured by Magnetic Resonance. Figure 4.7 (B) is 

the image after applying minimum cross entropy thresholding. Figure 4.7 (C) gives the 

result of applying maximum entropy thresholding and Figure 4.7 (D) is the result of 

merging two entropies by applying the logic gates over the results of these entropies. 

 

Figure 4.8: Example of Minimum AND Maximum Entropy Output  
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Figure 4.9: Example of Minimum AND Tsallis Entropy Output  

 

Figure 4.10: Example of Minimum AND Renyih Entropy Output  
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Figure 4.11: Example of Minimum AND Kapur  Entropy Output  

 

Figure 4.12: Example of Maximum AND Kapur Entropy Output  

Maximum AND kapur  



ор 
 

 

 

Figure 4.13: Example of Maximum AND Tsallis Entropy Output 

 

Figure 4.14: Example of Kapur AND Tsallis Entropy Output  
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Figure 4.15: Maximum( AND ïOR)   Minimum Entropy  Scatter  
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Figure 4.16: Kapur ( AND ïOR)  Minimum Entropy  Scatter  
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Figure 4.17: Tsallis( AND ïOR)  Minimum Entropy  Scatter  
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Figure 4.18: Reniyh( AND ïOR) Minimum Entropy  Scatter  
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