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A Hadoop MapReduce Implementation of C5.0 Decision Tree Algorithm
Prepared By: Mamoun Abu-Lubbad
Supervisor: Dr. Bassam Al-Shargabi

Abstract

Recently, many of the research institutes have been involving in boosting the accuracy and
efficiency of different classification techniques. To date, a lot of enhancement efforts are spent in
order to boost such techniques. In addition, the growing volume of data produced daily raises
more issues that need to be resolved, which presents risks to the standard Decision Tree (DT)
algorithms. Likewise, the process of generation DT is complicated and is time-consuming to
complete the computation on one machine when the size of the datasets becomes big, and as the
data can not keep the whole training dataset or most of it in memory on one machine. Some
computations are transferred to the additional storage, which will lead to increasing the cost of
input or output. In this thesis, the researcher will implement a standard DT algorithm C5.0 using
Hadoop MapReduce and will compare the error-rate, leaf nodes, and rules with C4.5. The
procedure used in this thesis is to transform the standard algorithm into steps of Map and reduce.
In addition to implementing data structures to reduce the cost of communication and to proceed
with comprehensive experiments on a vast dataset. The results of the study revealed that the
MapReduce C5.0 tree is a fixed memory issue to enhance the execution time of the algorithm,
and it is suitable for enormous data. The algorithm is characterized by being expandable in the

cluster environment and is also characterized by time efficiency.

Keyword: Hadoop, MapReduce, Data Mining, Decision Tree, C5.0 .
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Chapter One: Introduction

1.1 Overview

This chapter explains the need to extract a decision tree using the Hadoop MapReduce and
describes the ability to produce a decision tree from the data gathered from a Hadoop Distributed
File System (HDFS). The researcher sheds light on the background and importance of this study.
This chapter includes definitions, introduction, problem statement, purpose, scope, limitation,

and motivation of the thesis.

1.2 Definitions

Is this section we will define the key terms that are used on this thesis,

» Decision Tree (DT): It is one of the most famous data mining methods used. DT, is a
structured tree splits that data as rules. The definition of DT in the computer system are
some of the mathematical equations and computational processes executed on the data to
find the hidden information. DT has three nodes, the root node, which is the start point of

the DT, decision node, and the tree ends with the leaf node.

e Hadoop: It is a collection of software or programming modules which help us using a
grid of commodity hardware to solve big data issue. Hadoop is an open-source
framework; the main module for Hadoop is HDFS and MapReduce.

e MapReduce (MR): It is one of the core components of the Hadoop system, used for
distributing the vast data to a small unit and store it on the HDFS, MR divides the data as

Key and value, and it has two primary operations Map and Reduce.



e HDFS: It is the storage system for Hadoop; the design of the HDFS makes this system to
be a highly efficient and scalable, and fully available system. The data store and
distributed on many data servers called data nodes as small pieces. All these data nodes

are controlled and managed by a master server called Name node.

1.3 Introduction

Day after day, the size of data, storage capacity, processing power, and availability of data is
constantly increasing. In addition, the traditional storage management systems tools and data
storage are unable to deal with the amount of data generated (Qasem, Sarhan, Qaddoura, &
Mahafzah, 2018). To deal with this issue, the Hadoop framework was designed to solve such
data problems. Hadoop is one of the most famous technologies or software programs intended to
process and solve problems related to the large size of data in providing an effective data
solution. The Hadoop system or framework contains two major components, namely HDFS and
MapReduce. MapReduce is a programming model that was developed by Google, but now it is
incorporated by the Apache (Yang & Hiong Ngu, 2017), it provides a framework for scalable
distributive computing. MapReduce is hosted in two operations or stages which include Map
stage, and Reduce stage. The Map stage refers to applying a process of input data, which changes
over into key-value pairs. The second operation is the reduce stage, which takes the output of the
Map stage as input. The reducer is to process all the data that comes from the mapper, after
processing, a new set of outputs produced and stored in (HDFS). A strong feature or value of this
programming model is that it avoids the complication of managing a cluster of distributive
processing nodes (Polo, 2013), Hadoop MapReduce is considered the best solution to be used

with data mining techniques when the data becomes bigdata, and when it is hard to process it of



a single computer. Data mining techniques are applied to raw data for extracting and finding
useful information. The process of finding a model is to describe the data classes by using a
classification algorithm, DT's are the most famous techniques for classifying and assisting the
decision-making process in different data mining applications. DT's find the difficult or invisible
information and the correlation between the enormous sets of data that are useful in decision
making (Revathy & Lawrance, 2017). DT's are structured trees consist of three main parts: root
node, decision nodes, and it ends with leaf nodes. The way from the root node to the leaf node
forms is a decision rule to decide which class the new abilities and learning to (Dai & Ji, 2014).

To generate the DT, there are a lot of algorithms that should be used for that purpose. One of the
DT algorithms is the C5.0 algorithm, which is an updated release of the C4.5 algorithm, C4.5 is
an expansion of ID3. In addition, C5.0 is the algorithm for classification, which is improved to
be used for big data. C5.0 are lease with improvement in memory, speed, and efficiency. In C4.5,
all the errors are considered equally. The errors were not separated based on their importance or
significance. The most exciting improvement in C5 over C4.5 depends on the size of their impact
on the system; it treats all errors with individual classification. It creates classifiers that help to

reduce the cost of misclassification rather than the high error toll (Revathy & Lawrance, 2017).

In this thesis, the researcher is implement the DT C5.0 algorithm using a Hadoop MapReduce to
reduce communication cost of input and output when the data become huge and the memory not
fit to hold all tanning dataset or part of it, which is affected to execution time and accuracy,
afterward deploy it on a Hadoop cluster, to evaluate the performance and measure scalability

Hadoop nodes with the execution time.



1.4 Problem Statement

As the amount of data produced daily is expanding very fast, several data mining methods is
needed to learn from big data. Many data mining methods or algorithms are proposed up to now
with the small/ and medium data sets. However, not many of them will be applied to the analysis

of large data sets.
The main problems in learning from big data can be summarized as the following,

» Memory restrictions: It is hard to keep the whole training dataset or most of it in memory on a

single computer.

* Time complexity: Completion of the computation process on a single computer within a

tolerable time is difficult.

» Data complexity: The high dimensional and multi-modal features of the data that make a far-

reaching influence on the performance and efficiency of research results.

However, due to the problem mentioned above, the researcher will be implementing a DT C5.0
algorithm using a Hadoop MapReduce. MapReduce is very suitable for distributed computing,
which abstracts away from large numbers of challenges in parallelizing data management

operations across a cluster of item machines.



1.5 Question of the study

e How can we implement the decision tree C5.0 algorithm using Hadoop MapReduce,

regard to time producing tree and accuracy?

1.6 Purpose of the Study

The purpose of the thesis is to the speed-up growth of DT and reduce the error-rate

classification prediction. The main objectives of this proposed work are:

e Implementing Decision Tree C5.0 algorithms using Hadoop MapReduce.
e Measuring and evaluating the execution performance after implementation of the DT
C5.0 algorithm with MapReduce.

e Measuring and evaluating the error-rate during the classification process.

1.7  Scope of the study

The scope of this thesis is to implement a decision tree using a Hadoop MapReduce on a single
node and cluster environment. Compare between C4.5 with C5.0, C5.0 with MapReduce C5.0
Tree based on the error-rate, execution time, and the number of leaf nodes on a single node,
evaluate the execution time and scalability on the cluster. The classification algorithms used in

this thesis is original C5.0.
1.8 Limitation of the Study
The work of this thesis is limited to implementing a decision tree original C5.0 algorithms using

a Hadoop MapReduce v 3.0.2 under Ubuntu 18.4 LTS and evaluating the time execution on the

cluster. Chapter 4, section 4.3. Of this thesis, provided considerable information about the



hardware used to achieve the desired goals. The researcher will only compare C4.5 with C5.0
and MapReduce C5.0 Tree on a single node and will evaluate the performance of the

MapReduce C5.0 tree on a cluster environment.

1.9 Contribution and Important of the Study

The importance of this thesis stems from the implementation of the decision tree C5.0 algorithms
using a Hadoop MapReduce. The researcher contribution in this thesis can be summarized as the

following:

e The thesis implements data structures customized for a single node and cluster computing
environment.

e The thesis proposes a MapReduce implementation of the original C5.0 algorithm.

e The thesis proves the efficiency of the approach used on C5.0 with extensive experiments

on a vast dataset.

1.10 Motivation

The Motivation of this thesis comes from the famous quote, "we are drowning in data but starved
for knowledge™ for John Naisbitt, in his 1982 book Megatrends, while is written over 38 years
ago, that sentence is true today, the amount of data produced daily is expanding very fast. And
the data mining algorithms are needed to learn from big data. How we can find hidden
information for these data to assists decision-making to solve problems is the motivations for the

researcher in this thesis.



Chapter Two: Theoretical Background and Related Works

2.1 Introduction

This chapter will show a brief definition and theoretical background for the Hadoop framework
and its components in addition to DT with an overview of the widely used and relevant big data

and then literature review of related available works.

2.2 Hadoop Overview

Hadoop is a software framework (open source) designed for process large volumes of
heterogeneous data sets through commodity hardware and computer clusters in a distributed
manner using a simplified programming model. It provides a reliable system of shared storage
and analytics. Hadoop has been released, based on Google's paper on the MapReduce, and it
applies functional programming concepts. Hadoop was written among the highest-level Apache

projects in the Java programming language (Yang & Hiong Ngu, 2017).

The design of the Hadoop is increasing, its capability of fault tolerance, distributed processing,
and scalability. Hadoop is the solution to Big Data problems. It is the technology that provides
bigdata analyzes through a distributed computing framework. Furthermore, store massive

datasets on a cluster of commodity hardware in a distributed manner (Purdila & Pentiuc, 2014).

The next subsections cover the Hadoop architecture and its component.



2.2.1. Hadoop Architecture

Hadoop has a master-slave topology. On this topology, we can have many slave nodes and one

master node. The primary function of master nodes is to define the task and distribute it on slave

nodes. The master nodes store the metadata of the data stored on the slave nodes, while slave

nodes store the actual data (Bikku, Sambasiva Rao, & Akepogu, 2016) Figure 2.1 illustrate the

Hadoop master-slave architecture.

Master Node

TaskTracker

MapReduce

HDOFS

Dataklode

Mamerode

JobTracker }

e

Task Task Task Task
Tracker tracker Tracker Tracker
Slave Modes
Data Data Data Data
Mode MNode Mode Mode

il

Figure 2.1 the Hadoop Master-Slave Architecture(Kebande & Venter, 2015).

This design or topology is objective to deal with large data sets, portability crosswise over

heterogeneous hardware and software platforms, fault tolerance. Hadoop Architecture has

two main components. They are:

e HDFS.

e MapReduce.



In the next subsections, the researcher explain the MapReduce and HDFS storage solution for the

Hadoop framework.

2.2.1.1. Hadoop HDFS

HDFS, it is a data storage solution; it is considered one of the significant feature for Hadoop.

HDFS divides data into small pieces; each piece is called blocks stored in distributed algorithms

or methods. It has got two running services. One for a master node called name node and other

for slave nodes called data node (Hu & Dai, 2014) Figure 2.2 shows the HDFS architecture.

Secondary
NameNode

NameNode

HDFS
Client

plock ()

DataNode :

Figure 2.2 HDFS architecture with default data placement policy (Krish, Anwar, & Butt, 2014).

HDFS has the architecture of a Master-Slave. The service name is Name Node running under the

master server or node. It is used for managing file access by the client and namespace

management. Data Node service is running on slave nodes. It is used for storing the actual data

submitted by the client. Inside, a file is split into many data blocks and placed on a group of
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slave machines. Any changes that maybe happened in the file will be done by the name node (Hu
& Dai, 2014). For example, renaming or indexes files, opening, and closing action will be
managed by the name node. This data node creates, deletes, and replicates blocks on-demand

from the name node. Java programming language is the local language of HDFS.

2.2.1.2. MapReduce

MapReduce is a programming model that started from google paper to solve the parallel and
distributed vast amounts of data problems (terabyte data sets) on commodity hardware clusters at
the same time. MapReduce is composed of two operations (or stages). The first one is Map, the
Map or mapper job is to process the input data. Usually, data stored in the HDFS (Wu et al.,
2009). The procedure to enter the input data to the map function is line by line. The Map
generates many small chunks of data and processes them. Reduce is the second operation; it is
represented by the shuffle stage and reduce stage. The job of the reducer is to process all the data
that comes from mapper. After processing, a new set of outputs produced for us and stored in

(HDFS). Figure 2.3 explains the map-reduce programming model.

Input Split Map Phase Shuffle and Reduce
Sort Phase
Al > A, 1
B, 1
A B R A=
1
B, 1
C. 1 A 2
A B R e c. 1 B B, 2
C CR R 1
A CB S
1
C; 1 R, 2
A1 1
{ &2 |
A C B B 1 R,
R,

Figure 2.3 MapReduce Programming Model (Tutorialspoint, 2019).
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MapReduce and HDFS run in the same node-group. That means the computing nodes and
storage nodes are working together. This style of design enables the system to schedule tasks

quickly so that the entire cluster is used efficiently (Polo, 2013).

2.3 Decision Tree

A DT is structure tree, with root, decision and leaf node, DT split the data on a set of rules for
example, (if the income > 10 K and age > 18 so he can buy a car, if the income > 10 K and age
< 18 he can not buy a car ), the DT will start with the root node and end with a leaf node, in the
decision node we can be split to two or more instances and sometimes decision node (Yang &
Hiong Ngu, 2017), to clear the DT Tree concept figure 2.4 provide an example of a DT where
the square indicate to the leaf node and the circle indicates to decision node. We have three
classes (ages, gender, and so on) and the following rule (Dai & Ji, 2014).

Rule 1 — if the age < 20, can not buy a car.

Rule 2- if the age > or equal 20, and the gender is female Then Yes, can buy a car.

Rule 3- if the age > 20 and the Criteria x and is he has a license, then Yes.

Rule 4- if the age > 20 and the Criteria x and is he did not have a license, then-No.
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=20 <20

NO

female

YES

Figure 2.4. explanation of DT (Dai & Ji, 2014).

DT is a mathematical and computational process or method. To build a DT, we have to find the
best split attribute. Once it found, the tree will be start generated, to root, decision, and leaf
nodes. The DT procedure will be terminated when we find the leaf's node; otherwise, the
calculator will repeat. If the DT is generated, the rules can also be generated. There are many
algorithms used to generate a DT. In this thesis, the researcher will use the C5.0 algorithm,
which is the latest update by Roos Quinlan, from Stanford University. The C5.0 update to deal
with massive data and solve memory issues. In the next section, introduce the C5.0 algorithms

with updated features.
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2.4  C 5.0/ See5 Decision Tree Classification Algorithms

C5 algorithm is an update of C4.5. In C4.5, there no separation for any errors based on its
importance or significance; all errors are taken equally. A clear improvement that comes in C5
on C4.5 is that it has handled all errors with individual classification depends on the magnitude
of its impact on the system. C5 based on building classifiers that help reduce the
misclassification cost function. This characteristic of C5 is defined as variable misclassification
costs (Lakshmi, Indumathi, & Ravi, 2016). Due to the size of the account, each case is of varying
significance. This problem is treated very well in C5 by adding a characteristic attribute called
case weight. By using this function (case weight), the C5 lower the cost of biased predictive
miscalculation, and C5 contains far more data types than in C4.5 or any of the previous
algorithms. It includes case labels with date, timestamp, in C5 class called "not applicable™ as it
identifies a new data type and encourages the inclusion as a function of some other feature of a
new category. Many of C4.5's various components have been merged into C5, for example,
cross-validation and sampling, making this algorithm more straightforward and more effective
(Lumpur, 2018). This algorithm released two versions, one for UNIX named as C5 and other
Seeb for Windows (Lumpur, 2018) in this thesis; we will use C5.0 on Ubuntu OS version 18.4

LTS.

2.5 Review of Related work

In this section, the researcher is reviewing the most related study, or works used the Hadoop

MapReduce to generate decision tree in different algorithms:
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A Study was presented by (Shirzad & Saadatfar, 2020), the authors show problems with
one unsuccessful job execution of MapReduce; the unsuccessful jobs can lead to
significant resource waste. The authors attempt to predict the future of MapReduce work
on the open cloud Hadoop cluster using their log files. The authors compared the learning
methods. They showed that C5.0 algorithms had the best results.

A Study was presented by (Revathy, Balamurali, & Lawrance, 2019), the authors analyze
the agricultural Corp pest dataset using Hadoop MapReduce based on the C5.0 algorithm.
The research methodology was used to classify a Corp pest dataset, and the result for this
study is going on a single node.

A Study was presented by (Rajeswari & Suthendran, 2019), the authors evaluate the
selection process based on statistical techniques called Chi-square MapReduce and C4.5.
The Chi-square is found irrelevant data, and therefore the resulting accuracy is not as
expected as the authors aimed.

A Study was presented by (Yang & Hiong Ngu, 2017), the authors have evaluated the
efficiency of Hadoop implementation of DT C4.5 using AWS service. The authors
evaluated the execution time with the number of CPU cores performed by the mapper /
and reducer and the execution time with the size of the data input.

A Study was presented by (Cui, Yang, & Liao, n.d.) 2017, where the authors have
proposed a new algorithm for DT learning in the Hadoop MapReduce framework name it
as PDTSSE.

A Study was presented by (Purdila & Pentiuc, 2014)where the authors introduced a new
algorithm for DT called MR-Tree, which can be used to learn Dt's using massive datasets

and runs on the Hadoop platform. The problem of the proposed algorithm, as the authors
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declare, is that it uses a MapReduce iteration to find and pick the best attribute to split
each tree node, which means it can take time and memory for trees of big or large data.

A study was presented by (Dai, Wei; Ji, Wei, 2014) the authors aim to execute a standard
DT algorithm, C4.5, depend on the MapReduce programming model. And Propose and
used modified data structures for cluster computing environments, and propose
MapReduce use of C4.5 algorithms with Hadoop MapReduce.

A study was presented by (Wu, Gongqing; Li, Haiguang; Hu, Xuegang; Bi, Yuanjun;
Zhang, Jing; Wu, Xindong,2009 ) where the authors propose a new approach Called
MReC4.5 used parallel and distributed classification. The authors show that increase the
number of nodes would enhance the accuracy of the classification method, and model-

level serialization operations render MReC4.5 classifiers.

Table 2.1 summarized the methods of most of the related works compared to the proposed
method proposed in this thesis.

Authors, Year

Purpose and, the algorithm used

Comparison of the proposed method

(Revathy et al., 2019)

The purpose of the study is to
analyze the agricultural Corp pest
dataset using Hadoop MapReduce
based on the C5.0 algorithm, and
this study is implemented on a

single node.

In this thesis, the researcher is
implementing the DT C5.0 using
Hadoop MapReduce, for the generic
dataset and execute it on a single

node and cluster of nodes.

(Yang, Tianyi Hiong

The purpose of the study is to

In this thesis, the researcher is using




16

Ngu, Anne Hee, 2017)

evaluate the efficiency of the
Hadoop implementation of DT

C4.5 using AWS service.

the C5.0 algorithm. The

implementation used a data structure

to reduce memory overhead.

( Purdila, V; Pentiuc,

S,2014)

This study introduced a new
algorithm for DT called MR-
Tree, which can be used to learn
Dt's using massive datasets and
runs on the Hadoop platform. The
problem of the proposed
algorithm, as the authors declare,
is that it uses a MapReduce
iteration to find and pick the best
attribute to split each tree node,
which means it can take time and

memory for trees of big or large

data.

In this thesis, the researcher is using
the C5.0 algorithm, and execute it on

single and cluster of nodes.

(Dai, Wei; Ji,

Wei,2014)

this study aims to execute a
standard DT algorithm, C4.5,
the

depend on MapReduce

programming model. And
Propose and used modified data

structures for cluster computing

In this thesis, the researcher is using
the C5.0 algorithm, and execute it on

single and cluster of nodes.
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environments, and  propose
MapReduce use of C4.5
algorithms with Hadoop
MapReduce.

(Cui, Yan; Yang,

Yuanyang; Liao,

Shizhong, 2017)

This study is proposed a new
algorithm for DT learning in the
Hadoop MapReduce framework

named PDTSSE.

In this thesis, the researcher is using
the C5.0 algorithm, and execute it on

single and cluster of nodes.

(Wu, Gongging; Li,
Haiguang; Hu,
Xuegang; Bi,

Yuanjun; Zhang, Jing;

Wu, Xindong,2009 )

This study proposed a new
approach Called MReC4.5 used

parallel and distributed

classification. The authors show
that increasing the number of
nodes would enhance the
accuracy of the classification
model-level

method, and

serialization operations render

MReC4.5 classifiers

In this thesis, the researcher is using
the C5.0 algorithm, and execute it on

single and cluster of nodes.
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Chapter Three: Methodology and the Proposed Approach

3.1 Introduction

This chapter presents a description of the proposed methodology, proposed approach. Sections

3.2 covers the methodology. Section 3.3 explains the proposed approach.

3.2  Methodology

In big data, the dataset is enormous, and typically, the data needed to build decision trees is
complex. The following steps are summarized our methodology to implement a decision Tree C5

using Hadoop MapReduce,

Exploring the optimum Evaluate the error rate ,leaf
setup for C5.0 Using nodes , execution time
MapReduce Based on time and the performance on
and memory complexity the cluster environment

Data Preparation Implementation of C5.0
Using MapReduce

Figure 3.1 Methodology steps

Step 1 — Data Preparation (implement data structure over HDFS, to arrange and manage data that
will help to grow the decision tree), Step 2- Implementation of C5.0 Using Hadoop MapReduce,
Step 3- Exploring the optimum setup for C5.0 using MapReduce based on Time and Memory
Complexity, Step 4- Evaluate the error rate, leaf nodes, execution time and the performance on

the cluster environment.
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3.3  The proposed approach

In this section, the researcher presents the proposed approach for MapReduce implementation of
the C5.0 algorithm. First, the researcher introduces data structures used in this thesis, and
afterward, present the MapReduce execution of C5.0 as a process of Map and Reduce function.
The data structure and algorithms used in this section are used before on different studies (Dai &
Ji, 2014). The approach used in this thesis used different algorithm library files than other
studies, used different implementation platforms, and use a new table called intermediate and

update on usage of count table mentioned in section 3.3.1.

3.3.1 Data Structures

In big data, the data need to build DT is complicated, and the data are massive. The standard
algorithm can not store the whole training data over the memory, and it will take a troubled time
to complete the classification process of the data. As the data can not fit in the memory, this will
lead to transforming some computational to external storage, which will increase the cost of
input and output. So, it’s essential to use robust data structures to support this implantation with a
distributed parallel algorithm. The main suppose that the memory is not fit to match the entire

dataset.
The structure of data we used contains the following tables,

1- Property table, which contains and stores the attributes data details.
2- Count table, on this table, the save and count the number of all instances and count the
instances of the attribute with unique classes

3- Intermediate table, this table will have the result of entropy, gain and gain ratio
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4- Rule Table, this table saves the connection details of the tree nodes, like the connection

between the decision node and its sub-section (nodes).

Note that for efficiency purposes, the dataset is vertically partitioned into a distributed parallel

data nodes to optimize the protection of the characteristics of the localization.

In the proposed approach, we split the data set by similarly assigning attributes to multiple
nodes. For example, if we have X attributes, Y nodes, so there is [X / Y] on the first Y-1 nodes,

and the rest of the attributes are stored on the last node.

3.3.2 MapReduce Implementation

The entire process consists of four steps to implement a DT C5.0 Algorithm using the data

structure mention on section 3.3.1,

Step 1- Preparing the data

Step 2- Selection of attributes

Step 3- Update the connection of nodes.

Step 4 -Developing the tree.

3.3.3 Preparing the data

At the beginning of the algorithm (Data Preparation), we need to change the dataset or the
relational table based on the data set to the proposed data structure we mentioned in section
3.3.1. Now, in the algorithms 1 (Data Preparation), we have two procedures MAP_APP and

REDUCE_ATT, the MAP_ATT, transforms the recording instance into a table of property (A)
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as Key, for example (Al (C=1,2,3,4,5....N)) and the row_id and class label (C) as the values,
and on the REDUCE_ATT procedure will count the number of instances with a unique class

label (cnt).

Algorithm 1 Data Preparation

1: procedure MAP_ATT (row_id, (ai,az,....am,c))

2: emit(a;,(row_id,c))

3: end procedure

4: procedure REDUCE_ATT ((aj, (row_id,c)))

5. emit (g, (c, cnt))

6: end procedure

Where the emit() indicate save to the result from the procedure to HDFS table , row_id indicate
to instance ID, ¢ indicate to class label, a indicate to attributes, cnt = count the number of

instances with a unique class label.

3.3.4 Selection of attributes

In this step, we will find the best split or attribute, in the algorithms 2 (Selection of attributes),
we have a MAP procedure, and two Reduce procedures, the reduce procedure start taking the
number of instances in every attribute or value pair to reach the maximum size of record for the
specified attribute like Ac, Then, After the MAP_COMP procedure complete the compute Ac
Information and splitting information, the REDUCE_COMP procedure compute the information
gain ratio. Finally, the Ac with the best Gain Ratio counting will be considered as the best

attribute for splitting.
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Algorithm 2 selection of attributes

1: procedure REDUCE_POP ((aj,(c,cnt)))

2: emit(ay, all)

3: end procedure

4: procedure MAP_COMP ((a,(c,cnt,all))

5: compute Entropy(ac)

6: compute Info(ac)= Z—T;: Entropy(ac)

7: compute Splitinfo(ac)=— C—ntlog ent
all all

8: emit(a,(Info(ac),Splitinfo(ac))

9: end procedure

10: procedure REDUCE_COMP ((a,(Info(ac),Splitinfo(ac)))

11: emit (a,,GainRatio(ac))

12: end procedure

Where the info indicate information gain, and all count the total number of instances.

3.3.5 Update

After we find the best split, In this stage we will to update the rule table and save the node's
connection, in the algorithm 3 (Update Table) we have two Map procedure,
MAP_UPDATE_COUNT, which will update the split attribute to the intermediate table after
reading a record from the property table with a key and value. And The MAP_RULE Procedure
will set a node_identification or ID on the best split a rule value to verify and validate that

records with the same values are split into the partition.
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1: Algorithm 3 Update Tables

2: procedure MAP_UPDATE_COUNT((abest,(row_id,c)))

3:  emit (abest,(c,cnt'))

4 : end procedure

5 :procedure MAP_RULE((apest,row_id))

6: compute node_id=rule(apest)

7: emit(row_id,node_id)

8 : end procedure

Where the node_id indicate DT node.

3.3.6 Developing the tree.

After we update the rule table, in this step or stage we need to generate the DT based on the
datastore on the rule table, Algorithm 4 (Tree Developing) has a one MAP procedure, at the

procedure we building the links between nodes,

1: algorithm 4 Tree Developing

2: procedure MAP ((apest, row_id))

3: compute node_id=rule(apest)

4: if node_id is same with the old value then
5: emit (row_id, node_id)

6: end if

7: add a new subnode

8: emit(row_id, node_id,subnode_id)

9: end procedure

On this approach, the data preparation is a one-time job, and the other step is repeated until the

tree generation or development.
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Chapter Four: Experimental Design and Results

41 Overview

In this chapter, the researcher describes the experimental design and results using the proposed
approach. Section 4.2 illustrative the datasets used in this thesis. Section 4.3 provides the
computing environment and hardware specification used. Then, some comparisons on the
datasets between the original C4.5 and C5.0, with and without MapReduce C5.0 Tree are
presented in Section 4.4. Section 4.5 shows the confusion matrix. Section 4.6 shows the analysis

of the cluster performance of the MapReduce C5.0 Tree.

4.2 Introduction

To be able to test the behaviors of the approach in real-world applications, we collect two tested
datasets for the experimental studies in this thesis. As described in Table 4.1, The detailed
information of the data sets in experiments,

First, Census Data set from the UCI archive, which has 200K of instances or cases. This data set
is goals to predict if a person's income is higher than or less $50K. This data set has 40 attributes
divided to 33 discrete or nominal and seven numerical (Kesorn & Chanmee, 2020). . This data
set is used before on the for purpose of evaluating classification methods, and this is our goal
from using such dataset it in this thesis to compare and verify the result of the proposed

approach.

The second one is the Forest Cover dataset, also from the UCI archive, which has 600K records.

This data set is published by US forest service. This data set has 21 attributes, 12 are numerical,
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and two discrete, and seven classes. Also, this data set is used before with classification studies

(Nathan & Scobell, 2012).

Table 4.1 the detailed information of the data sets in experiments

Attributes
No Dataset Numerical Nominal Class  Instance
1 | Census 7 33 0 199,523 99 MB
2 | Forest 12 2 7 581,012 71.6 MB

4.3 Computing environment

In our experiments on this thesis, the proposed MapReduce C5.0 Tree algorithm is implemented

in the R language, rHadoop are used packages to integrate the R with the Hadoop and pass the
data via MapReduce. C5.0 library is used for DT generation, MapReduce C5 Tree classification
works well on large data sets. During the experiments and based on the proposed approach
mention in chapter 3 on this thesis. The researcher evaluates the performance of the MapReduce
C5.0 Tree classification system in a small cluster operating environment containing two host
computers hosted 6 Virtual Machine. The detailed hardware specification of the cluster is given
in Table 4.2.

Table 4.2 the hardware specification of the cluster hardware used

No. | Nodes CPU, GHz RAM,GB OS

1 Master Intel Xeon 2.00 GHz, 1 Core 16 Ubuntu 18.4 | 64
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2 SlaveO1 | Intel Xeon 2.00 GHz, 1 Core 8 Ubuntu 18.4 | 64
3 Slave02 | Intel Xeon 2.00 GHz, 1 Core 8 Ubuntu 18.4 | 64
4 Slave03 | Intel Xeon 2.00 GHz, 1 Core 4 Ubuntu 18.4 | 64
5 Slave04 | Intel Xeon 2.00 GHz, 1 Core 2 Ubuntu 18.4 | 64
6 Slave05 | Intel Xeon 2.00 GHz, 1 Core 16 Ubuntu 18.4 | 64
Our rules for virtual cluster specification are as follows to simulate the typical working

environment in Hadoop MapReduce,

1) Virtual machine executes Map and Reduce functions, has a core per node.

2) Under vSphere System, each selected core of the same medium computing power is selected.

3) VMware vSwitch is chosen to be the network connection between nodes.

4.4  Comparisons between the C4.5 with C5.0, and C5.0 with and without
MapReduce on Single node

In this section, we make some comparisons between C4.5, C5.0, and C5.0 with and without the

MapReduce. On the unseen testing data set. The proposed MapReduce C5.0 Tree algorithm is

performed on a single node with the number of processors implemented. We mainly focus on the

comparisons about the error-rate, rules, and the number of leaf nodes as respectively shown in

Tables 4.4 comparison between original c4.5 and C5.0, Tables 4.5 shown a comparison between

C5.0 with and without MapReduce C5.0.
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Table 4.3 Comparisons between C4.5 and C5.0

C45 C5.0
Dataset \ Error Rate  Rules Leaves \ Time Error Rate  Rules Leaves Time
Census Income 5.0% 190 | 264 2.782 Sec 4.9% 84 122 10 Sec
Forest cover 6.8% 5,316 | 10,167 | 30,115 Sec 5.9% 4269 | 9,185 | 270 Sec

Table 4.4 Comparisons between C5.0 and MapReduce C5.0

C5.0 C5.0 MapReduce

Dataset \ Error Rate Rules  Leaves \ Time Error Rate Rules Leaves Time \
Census Income 4.90% 84 122 10 Sec 4.0% 84 122 5 Sec
Forest cover 5.90% 4269 | 9,185 270 Sec 5.90% 4269 | 9,185 120 Sec

As seen in Table 4.3 and Table 4.4 we can conclude that the C4.5 and C5.0 algorithms can
build classifiers which are either expressed DT's or rule sets. In C4.5, a slow execution in the
ruleset and the memory usage are high. The improvement is clear based on results on table 4.3
(Comparisons between C4.5 and C5 algorithms), and this proves that C5.0 is memory

enhancement a specially for a massive amount of data sets.

e For prediction accuracy: The MapReduce C5.0 Tree rules have lower error rates on
forest datasets.

o For execution time: MapReduce C5.0 Tree is used less than C4.5, and its faster than the
C4.5 algorithm. To generate a rule in C4.5, the model take more than 8 hours despite the
fact that MapReduce C5.0 takes 3 minutes to do the DT Generation. And terminate the

process successfully.
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e For Memory: MapReduceC5.0 Tree is the needless size of memory than C4.5 when

executing a job of rules for the forest dataset.

The main problem in C4.5 is fixed on the MapReduce C5.0 Tree which are the tree sizes and
execution times, and memory, MapReduce C5.0 trees are smaller and faster than C4.5, which
achieves our thesis goals and proves that the proposed approach even on a single node are

outperformed.

4.5 Performance evaluation on cluster

In this section, we will measure and evaluate the performance of MapReduce C5 Tree in a
cluster environment. The measurement of scalability evaluation is a performance with six nodes
of the cluster, and performance with the size of training data sets used on both datasets we have
in this thesis. As specified in section 4.3 computing environment, we have six nodes on two

physical servers, and the data sets vary from 200 K to 600 K as to the number of instances.

We will verify the efficiency and scalability assessment on six nodes of the cluster and given
specific training dataset. Figure 4.1 explains the execution time of the proposed MapReduce
C5.0 algorithm with various numbers of cluster nodes for the census, forest cover dataset used in

this thesis.
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Performance in various Number of Node

300

250

200
150
100
5
0 | | — — — —

Node 1 Node 2 Node 3 Node 4 Node 5 Node 6

o

B Census DataSet M Forest DataSet

Figure 4.1. Performance on Various Numbers of Cluster Nodes for Census, Forest Dataset per

Second

We can note that as the number  of cluster nodes increases, the total execution time decreases.
This indicates that increasing the algorithm’s effectiveness depends on the increasing number of

nodes used. Figure 4.2 provides the speed-up output of the training set instances as the number
of cluster nodes increases, where speed-up is measured how much faster in an M computers

system and can be expressed by equation (1).

Speedup (M) = executing time on one computer / executing time on M computers (1)
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Speedup for Different dataset on Various Number of Nodes
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Figure 4.2. Speed-up for Different Training size on Various Number of Cluster Nodes
As depicted from Figure 4.1 and Figure 4.2 we conclude the following:
(1) We note that more Cluster nodes used, that will reflect the less of execution time.

(2) If there is a sufficient number of cluster nodes, despite an increase in the size of the datasets,
this can bring us closer to optimum node efficiency.

4.6 MapReduce C5.0 Tree evaluation result

A confusion matrix is an N*N matrix, where N is the number of class labels. That provides
values of portions of true-positive, negative, and false-negative, positive cases. The researcher
used the confusion matrix to find the accuracy, precision value, and recall value, for the

MapReduce C5.0 tree in census dataset used in this thesis.

The accuracy rate for the classification is calculated as the following, the No of true

instances/total of all cases * 100 (Revathy et al., 2019). It is calculated using equation (2).

(TP+TN)

Accuracy =
(TP+TN +FP +FN)

(@)
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Precision, it is defined as the percentage of selected entities that are correctly classified in class
out of all the available entities in the dataset (Yuvaraj & SriPreethaa, 2019).1t is calculated using

equation (3).

Precision = _TP 3)
TP +FP

Recall, it is defined as the percentage of correct entities that are selected in class from all the
available entities in the dataset, belonging to class(Yuvaraj & SriPreethaa, 2019). It is calculated

using equation (4).

Recall = _TP 4)
TP+ FN

The census income data set are a 2x2 matrix; table 4.5 shows the confusion matric of census

income dataset.

Table 4.5 confusion matrix for census income dataset

Prediction
TRUE
TRUE 185634 1506

FALSE 6383 5999

It can be depicted from table 4.6, that the accuracy of implementing proposed approach for C5.0
using MapReduce is almost 93.79% with precision of 96.86 and recall of 96.67% for census

dataset as illustrated in figure 4.3.
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Table 4.6 Evaluation parameters of MapReduce C5.0 Tree for census income dataset.

Accuracy Precision

93.79417 % 96.67581516 % 96.86953708 %

Performance measures of MapReuce C5.0 Tree

97
96
95
94

93

92
Accuracy Recall Precision

Figure 4.3. Performance measures of MapReduce C5.0 Tree for census income dataset.

Finaly, the challenges in C4.5 when the data become big, is fixed on the MapReduce C5.0 Tree
which are the tree sizes, execution times, and memory, MapReduce C5.0 trees are smaller and

faster than C4.5, which achieves our thesis goals and proves that the proposed approach.

e Accuracy: The MapReduce C5.0 Tree have lower error rates.

e Scalability, the number of nodes, reflect the less of execution time. Which indicate the

scalability of MapReduce C5 Tree.
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Execution time: MapReduce C5.0 Tree is used less than C4.5 and C5, The model take
more than 8 hours despite the fact that MapReduce C5.0 takes 3 minutes to do the DT
generation. And terminate the process successfully.

Memory: MapReduceC5.0 Tree is less size of memory than C4.5 when executing a job.
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Chapter Five: Conclusions and Future Work

5.1 Conclusion

In conclusion, there is no doubt that the size of data, storage capacity, processing power, and
availability of data are becoming increasing. However, research of this thesis aimed to
implement a C5 DT algorithm using a Hadoop MapReduce and to overcoming memory
restriction and time complexity when the dataset is huge. Therefore, the results of this thesis
concluded that the classical algorithm is considered one of the most approaches used in small or
medium datasets. And, there are several challenges for data mining algorithms to be performed
on big data. Accordingly, the researcher made his efforts to implement a DT using the C5.0
algorithm to solve the challenges of massive data, and the effect on memory usage and time
complexity. In addition, MapReduce C5.0 trees are smaller and faster than C4.5 is proving that

the proposed approaches outperformed the sequential, even a single node.

5.2 Future work

In future works, we recommend using Hadoop MapReduce and Yarn to further research other

typical data mining and machine learning algorithms.
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